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M. Kuzucuoğlu

1. SETS, INTEGERS, FUNCTIONS

1.1. If A is a finite set having n elements, prove that A has exactly

2n distinct subsets.

Solution: Apply Induction on n.

If |A| = 1, then A has exactly two subsets namely φ and A. So the

claim is true for n = 1.

Induction hypothesis: For any set having exactly n−1 elements, the

number of subsets is 2n−1. Let now A = {a1, a2, · · · , an} be a set with

|A| = n. Any subset X of A is either contained in B = {a1, · · · , an−1}
or an ∈ X. By induction hypothesis, there are exactly 2n−1 subsets of

A contained in B. Any other subset X of A which is not contained in

B is of the form. X = {an}∪Y where Y is a subset of B. Their number

is therefore equal to the number of subsets of B, i.e. 2n−1. Then the

number of all subsets of A is 2n−1 + 2n−1 = 2n.

1.2. For the given set and relations below, determine which define

equivalence relations.

(a) S is the set of all people in the world today, a ∼ b if a and b

have an ancestor in common.

(b) S is the set of all people in the world today, a ∼ b if a and b

have the same father.
1



2 M. KUZUCUOĞLU

(c) S is the set of real numbers a ∼ b if a = ±b.
(d) S is the set of all straight lines in the plane, a ∼ b if a is parallel

to b.

Solution: ′′ b, c and d ′′ are equivalence relations, but ′′ a ′′ is not.

1.3. Let a and b be two integers. If a|b and b|a, then show that

a = ±b.

Solution: If a|b, then b = ka for some integer k. If b|a, then a = `b

for some integer l. Hence b = ka = k`b, then we obtain b − k`b = 0.

This implies b(1 − k`) = 0 so either b = 0 or k` = 1. If b = 0, then

a = 0 and hence a = ±b and we are done.

If k` = 1, then either k = −1 and ` = −1 or k = 1 and ` = 1. In

the first case b = −a, in the second case b = a.

Hence b = ±a.

1.4. Let p1, p2, · · · , pn be distinct positive primes. Show that

(p1p2 · · · pn) + 1 is divisible by none of these primes.

Solution: Assume that there exists a prime say pi where i ≤ n

such that pi divides p1p2 · · · pn + 1. Then clearly pi|p1p2 · · · pn and

pi|p1p2, · · · pn + 1 implies that pi|1 = (p1 · · · pn + 1)− (p1 · · · pn).

Which is impossible as pi ≥ 2. Hence none of the pi’s divides

p1 · · · pn + 1.

1.5. Prove that there are infinitely many primes.

(Hint: Use the previous exercise.)

Solution: Assume that there exists only finitely many primes

say the list of all primes {p1, p2, . . . pn}. Then consider the integer

p1p2 · · · pn + 1.

Then by previous Question 1.4 none of the primes pi i = 1, . . . , n

divides p1p2 · · · pn + 1. Hence either p1p2 · · · pn + 1 is a prime which is

not in our list or when we write p1p2 · · · pn + 1 as a product of primes

we get a new prime q which does not appear in {p1, p2, · · · pn}. Hence

in both ways we obtain a new prime which is not in our list. Hence we

obtain a contradiction with the assumption that the number of primes

is n. This implies that the number of primes is infinite.
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1.6. If there are integers a, b, s, and t such that, the sum at+bs = 1,

show that gcd(a, b) = 1.

Solution: We have

at+ bs = 1

Assume that gcd(a, b) = n. Then by definition n|a and n|b and if

there exists m|a and m|b, then m|n.
Since n|a we have n|at and n|bs. Hence n|at+ bs. This implies n|1.

i.e. n = 1

1.7. Show that if a and b are positive integers, then

ab = lcm(a, b) · gcd(a, b).

Solution: Let gcd(a, b) = k and lcm(a, b) = l. Then

a = ka1 and b = kb1 where gcd(a1, b1) = 1 and ab = k2a1b1.

By definition a|l and b|l, moreover if there exists an integer s such

that a|s and b|s, then l|s.
Claim. l = ka1b1 = ab1 = a1b. Indeed we have a|ka1b1 and b|ka1b1.

Assume that there exists an integer t such that a|t and b|t. Then

t = ak1 and t = bk2. We have t = ak1 = bk2 = ka1k1 = kb1k2.

It follows that a1k1 = b1k2. Since a1 and b1 are relatively prime we

have a1|k2 and b1|k1. Then k2 = a1.c and k1 = b1.u. Then we have

a1k1 = a1b1u = b1a1c it follows that u = c and t = ak1 = ka1b1c hence

l = ka1b1|t.
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2. GROUPS

2.1. Let S be any set. Prove that the law of multiplication defined

by ab = a is associative.

Solution: Let x, y, z ∈ S. We want to show that x(yz) = (xy)z.

Indeed

x(yz) = xy = x by the law of multiplication in S. And (xy)z =

xz = x, by the same law so x(yz) = x = (xy)z.

2.2. Assume that the equation xyz = 1 holds in a group G. Does

it follow that yzx = 1? That yxz = 1? Justify your answer.

Solution: xyz = 1 implies that x(yz) = 1. Let yz = a . Then

we have xa = 1 and so ax = 1 since a is invertible and a−1 = x. (See

solution 6) It follows that (yz)x = 1. Hence yzx = 1.

On the other hand, if xyz = 1, it is not always true that yxz = 1. To

see this, let G be the group of 2×2 real matrices and let x =

(
1 2

0 2

)

y =

(
0 1

2 1

)
and z =

(
−1/2 3/4

1 −1

)
. Then xyz =

(
1 0

0 1

)
= 1

in G. But yxz =

(
2 −2

5 −9/2

)
6= 1.

2.3. Let G be a nonempty set closed under an associative product,

which in addition satisfies:

(a) There exists an e ∈ G such that ae = a for all a ∈ G.
(b) Given a ∈ G, there exists an element y(a) ∈ G such that ay(a) =

e.

Prove that G must be a group under this product.

Solution: Given a ∈ G. Since right inverse exists, there exists

y(a) ∈ G such that ay(a) = e. Then, y(a) = y(a)e = y(a)(ay(a)) =

(y(a)a)y(a). Also, there exists t ∈ G such that y(a)t = e. This implies
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that (y(a)a)y(a)t = e then (y(a)a)e = e Hence y(a)a = e. So every

right inverse is also a left inverse.

Now for any a ∈ G we have ea = (ay(a))a = a(y(a)a) = ae = a as

e is a right identity. Hence e is a left identity.

2.4. If G is a group of even order, prove that it has an element

a 6= e satisfying a2 = e.

Solution: Define a relation on G by g ∼ h if and only if g = h or

g = h−1 for all g, h ∈ G.
It is easy to see that this is an equivalence relation. The equivalence

class containing g is {g, g−1} and contains exactly 2 elements if and

only if g2 6= e. Let C1, C2, · · · , Ck be the equivalence classes of G with

respect to ∼ . Then

|G| = |C1|+ |C2|+ · · ·+ |Ck|

Since each |Ci| ∈ {1, 2} and |G| is even the number of equivalence

classes Ci, with |Ci| = 1 is even. Since the equivalence class containing

{e} has just one element, there must exist another equivalence class

with exactly one element say {a}. Then e 6= a and a−1 = a. i.e. a2 = e.

2.5. If G is a finite group, show that there exists a positive integer

m such that am = e for all a ∈ G.

Solution: Let G be finite group and 1 6= a ∈ G.
Consider the set

a, a2, a3, · · · , ak · · ·
It is clear that ai 6= ai+1 for some integers from the beginning .

Since G is a finite group there exists i and j such that ai = aj implies

ai−j = 1.Therefore every element has finite order . That is the smallest

positive integer k satisfying ak = 1 (One may assume without loss of

generality that i > j). One can do this for each a ∈ G. The least

common multiple m of the order of all elements of G satisfies am = 1

for all a ∈ G.

2.6. If G is a group in which (ab)i = aibi for three consecutive

integers i for all a, b ∈ G, show that G is abelian.
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Solution: Observe that if there exist two consecutive integers n, n+

1 such that

(ab)n = anbn and (ab)n+1 = an+1bn+1 for all a, b ∈ G, then an+1bn+1 =

(ab)n+1 = (ab)nab = anbnab. Then we obtain an+1bn+1 = anbnab.Now

by multiplying this equation from left by an and from right by b−1 we

obtain abn = bna.

In our case taking n = i and n = i + 1, we have abi = bia and by

taking n = i+ 1 and i+ 2 we have abi+1 = bi+1a.

This shows that abi+1 = bi+1a = bbia = babi and now multiplying

from right by bi we obtain ab = ba. Hence G is abelian.

2.7. If G is a group such that (ab)2 = a2b2 for all a, b ∈ G, then
show that G must be abelian.

Solution: abab = a2b2 apply a−1 from left and b−1 from right. We

obtain ba = ab for all a, b ∈ G.
Hence G is abelian.

2.8. Let a, b be elements of a group G. Assume that a has order 5

and a3b = ba3. Prove that ab = ba.

Solution: We have a5 = e and a3b = ba3. Applying a3 to the

second equation we obtain a3(a3b) = a3(ba3) = (a3b)a3 = (ba3)a3 and

hence a6b = ba6

As a6 = a5 · a = ea = a we obtain ab = ba.

2.9. Let a and b be integers.

(a) Prove that the subset aZ + bZ = {ak + bl | l, k ∈ Z } is a

subgroup of Z.

(b) Prove that a and b+ 7a generate the subgroup aZ + bZ.

Solution: a) Clearly aZ + bZ 6= φ. Let ak1 + b`1, ak2 + b`2 be

two elements in aZ + bZ where k1, k2, `1, `2 ∈ Z.We have (ak1 + b`1)−
(ak2 + b`2) = a(k1 − k2) + b(`1 − `2) ∈ aZ + bZ as k1 − k2, `1 − `2 ∈ Z

This implies aZ + bZ is a subgroup of Z.

b) Firstly a, b+7a ∈ aZ+bZ. Secondly, given any ak+b` ∈ aZ+bZ

we can write ak + b` = a(k− 7`) + (b+ 7a)` this implies a and b+ 7a

generate aZ + bZ.
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2.10. Let H be the subgroup generated by two elements a, b of a

group G. Prove that if ab = ba, then H is an abelian group.

Solution: The elements of H are of the form: ai1bi2ai3 · · · aik−1bik

where i1, · · · ik ∈ Z, for some k.

So let x, y ∈ H Then we can write x = ai1bi2 · · · aik−1bik and y =

aj1bj2 · · · aj`−1bj` .

Then xy = (ai1 · · · bik)(aji · · · bj`) since ab = ba we can interchange

each term in this multiplication, and obtain: xy = (aj1 · · · bj`)(ai1 · · · bik) =

yx.

This implies H is abelian.

2.11. (a) Assume that an element x of a group has order rs. Find

the order of xr.

(b) Assuming that x has arbitrary order n, what is the order of xr?

Solution: (a) Since xrs = 1, we have (xr)s = 1. This implies that

the order of xr ≤ s. Let us assume that order of xr is k.

Since (xr)k = 1, xrk = 1 = xrs This implies that xrs−rk = 1 It

follows that rs−rk = 0 since rs is the order of x and rs−rk < rs.This

implies s = k.that is to say the order of xr is s.

(b) Let k be the order of xr. Then (xrk) = 1 ⇒ xrk = 1. We also

have xn = 1 which implies rk is a multiple of n. Since it should be the

smallest such number and it also is a multiple of r, we conclude that

rk is the least common multiple of r and n.Then k = `cm(r,n)
r

.

2.12. Prove that in any group the orders of ab and of ba are equal.

Solution: Let (ab)k = 1. Then

abab · · · ab = 1 This implies a(ba)(ba) · · · (ba)b = 1

We have a(ba)k−1b = 1⇒ (ba)k−1 = a−1b−1 = (ba)−1

We obtain (ba)k−1(ba) = 1which implies (ba)k = 1.

Similarly if (ba)` = 1, then (ab)` = 1.

Hence orders of ab and ba are the same.
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2.13. Let G be a group such that the intersection of all its subgroups

which are different from {e} is a subgroup different from identity. Prove

that every element in G has finite order.

Solution: Let ∩{e}6=H≤GH = K 6= {e}. Let e 6= a ∈ G.
Then consider the subgroups Hi = 〈ai〉 for i = 1, 2, 3 · · · are sub-

groups of G. For each i ∈ N such that Hi 6= {e} we have K ≤ Hi.

Hence K is cyclic as every subgroup of a cyclic group is cyclic. Hence

K = 〈an〉 for some fixed positive integer n. Since 〈an〉 ≤ 〈ai〉 if and

only if an = aik if and only if n = ik if and only if i|n, we obtain i|n for

each i = 1, 2, 3, . . . with Hi 6= {e}. As n is a fixed given positive integer

it has only finitely many divisors. Since K 6= e we have only finitely

many Hi 6= e i.e. So there exists j, such that Hj = 〈aj〉 = e i.e. aj = e.

2.14. Show that if every element of the group G is its own inverse,

then G is abelian.

Solution: For all x, y ∈ G we have

(xy)−1 = xy and x−1 = x and y−1 = y. Then (xy)−1 = xy. This

implies y−1x−1 = xy. Hence yx = xy

.

2.15. Let G be the set of all 2×2 matrices

(
a b

c d

)
where a, b, c, d

are integers modulo 2, such that ad− bc 6= 0. Using matrix multiplica-

tions as the operation in G prove that G is a group of order 6.

Solution: In the first row of any matrix belonging to G, each entry

could be 0 or 1 in Z2, but (0, 0) should be extracted since ad− bc 6= 0.

Hence we have 22 − 1 different choices for the first row. The second

row is not a multiple of the first row. Hence G has (22 − 1)2 elements,

namely 6. It can be checked that this set is closed under multiplication,

and also obviously each element has its inverse in this set. Since matrix

multiplication is associative, G is a group with identity

(
1 0

0 1

)
.

G =

{(
1 0

0 1

)
,

(
1 1

0 1

)
,

(
1 0

1 1

)
,

(
0 1

1 0

)
,

(
1 1

1 0

)
,

(
0 1

1 1

)}
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2.16. Let G be the group of all non-zero complex numbers a + bi

(a, b real, but not both zero) under multiplication, and let

H = { a+ bi ∈ G | a2 + b2 = 1 }

Verify that H is a subgroup of G.

Solution: If a = 1, b = 0, then a+ bi ∈ H so H is non-empty. Let

a+ bi, c+ di ∈ H. Then

(a+ bi)(c+ di) = (ac− bd) + (ad+ bc)i

(ac− bd)2 + (ad+ bc)2 = a2c2 − 2acbd+ b2d2 + a2d2 + b2c2 + 2abcd.

= a2(c2 + d2) + b2(c2 + d2) = (a2 + b2)(c2 + d2) = 1.

Hence H is closed with respect to multiplication. Now for the in-

verse

1

a+ bi
=

a− bi
a2 + b2

= a− bi as a2 + b2 = 1

Hence 1
a+bi

= (a+ bi)−1 ∈ H and H is a subgroup of G.

2.17. Let G be a finite group whose order is not divisible by 3.

Suppose that (ab)3 = a3b3 for all a, b ∈ G. Prove that G must be abelian.

Solution: Let |G| = n. Since (3, n) = 1 there exist x, y ∈ Z such

that 3x+ ny = 1. Here x can be taken positive.

Now consider

ab = (ab)3x+ny = (ab)3x(ab)ny. Since |G| = n and ab ∈ G, we

have (ab)n = e. Hence

ab = (ab)3x = (a3b3)x = a3b3a3b3 · · · a3b3︸ ︷︷ ︸
x−times

= a3 (b3a3)(b3a3) · · · (b3a3)︸ ︷︷ ︸
(x−1) times

b3
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= a3(b3a3)x−1b3 = a3(ba)3x−3b3

= a3(ba)3x(ba)−3b3

= a3(ba)3x(ba)ny(ba)−3b3

= a3(ba)3x+ny(ba)−3b3

= a3(ba)(ba)−3b3 = a3(ba)−3(ba)b3

= a3a−3b−3(ba)b3 = b−2ab3 = b−2a−2a3b3 = (b−2a−2)(ab)3

Hence we get ab = b−2a−2(ab)3.

Now multiplying from right by (ab)−1 and from left by b2 and a2

we obtain

(ab)2 = a2b2 i.e. abab = a2b2

Multiply from left by a−1 and from right by b−1 we obtain ba = ab for

all a, b ∈ G.

2.18. Let G be the group of all 2 × 2 matrices

(
a b

c d

)
where

ad− bc 6= 0 and a, b, c, d are integers module 3 relative to matrix mul-

tiplication. Show that |G| = 48.

b) If we modify the example of G in part (a) by insisting that ad−
bc = 1, then what is |G|?

Solution: For the first row (a, b) of a matrix in G a and b could be

anything in Z3, but we must exclude the case a = 0 and b = 0. Hence

(3 × 3) − 1 possibilities for the first row. The second row should be

not a multiple of the first row. Hence for the second row (3 × 3) − 3

possibilities. Hence the number of elements in G is 8× 6 = 48.

(b) The set of matrices

(
a b

c d

)
such that ad − bc = 1 forms a

subgroup H of G. Moreover for any g =

(
a b

c d

)
∈ G either ad−bc =

det (g) = 1 or det(g) = −1(≡ 2(mod 3)). On the other hand for any

Hg1, Hg2 ∈ G, Hg1 = Hg2 if and only if det(g1) = det(g2). (Why?)

Hence the above subgroup has index 2 in G, i.e. H has order 24.
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(By using determinant homomorphism; this can be seen more eas-

ily.)

2.19. (a) If H is a subgroup of G, and a ∈ G let aHa−1 = { aha−1

| h ∈ H }
Show that aHa−1 is a subgroup of G.

(b) If H is finite, what is the order o(aHa−1).

Solution: (a) Since H is a subgroup clearly aHa−1 is non-empty.

Let ah1a
−1 and ah2a

−1 ∈ aHa−1. Then

(ah1a
−1)(ah2a

−1)−1 = (ah1a
−1)(ah−1

2 a−1)

= ah1h
−1
2 a−1 ∈ aHa−1

as h1h
−1
2 ∈ H.

(b) Define a map α : H → aHa−1 by α(h) = aha−1 for all h ∈ H.

The map

α is 1 − 1 and onto. Hence if H is a finite group then o(H) =

o(aHa−1).

2.20. The center Z of a group G is defined by Z = { z ∈ G | zx =

xz for all x ∈ G }.
Prove that Z is a subgroup of G.

Solution: Let z, w ∈ Z. Hence xw = wx for all x ∈ G. Then we

have w−1x = xw−1 for all x ∈ G, i.e. w−1 ∈ Z. Moreover (zw)x =

z(wx) = z(xw) = (zx)w = x(zw)

Hence zw ∈ Z and Z is a subgroup of G.

2.21. If H is a subgroup of G, then by the centralizer CG(H) of H

we mean the set { x ∈ G | xh = hx for all x ∈ H }. Prove that CG(H)

is a subgroup of G.

Solution: Clearly 1 ∈ CG(H), so CG(H) 6= ∅. Let x, y ∈ CG(H).

By assumption xh = hx and yh = hy for all h ∈ H. Hence hy−1 = y−1h

for all h ∈ H. Hence y−1 ∈ CG(H). Now consider
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(xy)(h) = x(yh) = x(hy) as y ∈ CG(H)

= (xh)y

= h(xy). Hence xy ∈ CG(H)

2.22. If a ∈ G define CG(a) = { x ∈ G | xa = ax }. Show that

CG(a) is a subgroup of G. The group CG(a) is called the centralizer of

a in G.

Solution: Let x, y ∈ CG(a). If ya = ay, then ay−1 = y−1a hence

y−1 ∈ CG(a) and moreover (xy)a = x(ya) = x(ay) = a(xy). Hence

xy ∈ CG(a). (Observe that CG(a) = CG(〈a〉).)

2.23. If N is a normal subgroup of G and H is any subgroup of G

prove that NH is a subgroup of G.

Solution: Let n1h1 and n2h2 be two elements in NH, where ni ∈
N,and hi ∈ H, i = 1, 2. Then

n1h1(n2h2)
−1 = n1h1h

−1
2 n−1

2

= n1h1h
−1
2 n−1

2 (h2h
−1
1 )(h1h

−1
2 )

= n1h1h
−1
2 n−1

2 (h1h
−1
2 )−1(h1h

−1
2 )

= n1n3h1h
−1
2 ∈ NH as n1n3 ∈ N

where n3 = (h1h
−1
2 )n−1

2 (h1h
−1
2 )−1 ∈ N

and h1h
−1
2 ∈ H .

2.24. Suppose that H is a subgroup of G such that whenever Ha 6=
Hb, then aH 6= bH. Prove that gHg−1 ⊆ H.

Solution: Assume (if possible) that gHg−1 6⊆ H for some g in G.

Then there exists 1 6= h ∈ H such that ghg−1 /∈ H. Hence ghg−1H 6= H.

This implies hg−1H 6= g−1H (otherwise ghg−1H = H). Then by as-

sumption and by the above observation we have, Hhg−1 = Hg−1 6=
Hg−1. This is a contradiction. Hence gHg−1 must lie in H for any
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g ∈ G.

2.25. Suppose that N and M are two normal subgroups of G and

that N ∩M = {e}. Show that for any n ∈ N,m ∈M, nm = mn.

Solution: Consider nmn−1m−1 in two ways. Firstly (nmn−1)m−1 ∈
M as nmn−1 ∈M and m−1 ∈M, secondly n(mn−1m−1) ∈ N as n ∈ N
and mn−1m−1 ∈ N. Hence

nmn−1m−1 ∈ N ∩ M = {e}. We obtain nmn−1m−1 = e i.e.

nm = mn for all n ∈ N and m ∈M.

2.26. If G is a group and H is a subgroup of index 2 in G, then

prove that H is a normal subgroup of G.

Solution: Let H and aH be the left cosets of H in G and H and

Hb be right cosets of H in G.

Since there are only two cosets aH = G \H and Hb = G \H, then

we have aH = Hb. In order to show that H is normal in G, we want to

see that xH = Hx for any x ∈ G. Let x ∈ G. If x ∈ H, then certainly

xH = H = Hx i.e. xH = Hx. If x ∈ G \H = aH = Hb, then there

exist h1, h2 ∈ H such that x = ah1 = h2b. Then xH = (ah1)H =

aH = Hb = H(h2b) = Hx, i.e. xH = Hx for any x ∈ G.

2.27. Show that the intersection of two normal subgroups of G is

a normal subgroup of G.

Solution: It is clear that the intersection of two subgroups of G is

a subgroup of G.

Let N and M be normal subgroups of G.

Then for any g ∈ G and any n ∈ N and any m ∈ M we have

gng−1 ∈ N and gmg−1 ∈M.

Let w ∈ N ∩M. Since w ∈ N we have gwg−1 ∈ N and since w ∈M
we have gwg−1 ∈M. Hence gwg−1 ∈ N ∩M for any g ∈ G i.e. N ∩M
is a normal subgroup of G.

2.28. If N and M are normal subgroups of G, prove that NM is

also a normal subgroup of G.
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Solution: By Question 2.23 NM is a subgroup of G. We need to

show that for any g ∈ G any nm ∈ NM where n ∈ N,m ∈M, we have

gnmg−1 ∈ NM.

But gnmg−1 = gng−1gmg−1 ∈ NM since gmg−1 ∈M and gng−1 ∈
N.

2.29. If a cyclic group T of G is normal in G, then show that every

subgroup of T is a normal subgroup in G.

Solution: Let T = 〈t〉 be a cyclic group. Then for any g ∈ G we

have gtg−1 = ti for some i ∈ Z. Let H be a subgroup of T. Hence H is

cyclic and generated by tn for some n. Now consider

gtng−1 = (gtg−1)n = tin = (tn)i ∈ H. Hence H is a normal sub-

group of G.

2.30. If N is a normal subgroup in the finite group such that (|G :

N |, |N |) = 1. Show that any element x ∈ G satisfying x|N | = e must be

in N.

Solution: Let x be an element in G such that x|N | = e. Since

(|G : N |, |N |) = 1 there exist m,n ∈ Z such that

m|G : N |+ n|N | = 1.

Then x = xm|G:N |+n|N | = xm|G:N |xn|N |. Since x|N | = e we have

x = xm|G:N |. Consider the element xN of G/N. Since (xN)|G/N | =

(x|G/N | N) we have (xN)|G/N | = N the identity element of G/N that

means x|G/N | ∈ N and so x = (x|G:N |)m ∈ N .

2.31. Let G be a group in which for some integer n > 1, (ab)n =

anbn for all a, b ∈ G. Show that

a) Gn = { xn | x ∈ G } is a normal subgroup of G.

b) Gn−1 = { xn−1 | x ∈ G } is a normal subgroup of G.

Solution: (a) First we show that Gn is a subgroup of G. Let

xn, yn ∈ Gn. Then xnyn = (xy)n ∈ Gn and (x−1)n = (xn)−1 ∈ Gn.

Hence Gn is a subgroup of G.

Let g ∈ G. Then gxng−1 = (gxg−1)n ∈ Gn hence Gn is a normal

subgroup of G.



EXERCISES AND SOLUTIONS IN GROUPS RINGS AND FIELDS 15

(b) Let xn−1 and yn−1 be two elements in Gn−1. Then first observe

that for any x, y ∈ G we have (xy)n = x(yx)n−1y = xnyn and by making

the cancellations we get (yx)n−1 = xn−1yn−1. So for xn−1, yn−1 ∈ Gn−1,

their product (yx)n−1 is also in Gn−1. Clearly (xn−1)−1 = (x−1)n−1 ∈
Gn−1.

Let g ∈ G and xn−1 ∈ Gn−1. Then gxn−1g−1 = (gxg−1)n−1 ∈ Gn−1.

Hence Gn−1 is normal in G.

2.32. Let P and Q be two normal p-subgroups of a finite group G.

Show that PQ is a normal p-subgroup of G.

Solution: We already know that PQ is a normal subgroup of G

by exercise 2.28

As |PQ| = |P ||Q|
|P∩Q| and |P | and |Q| are powers of p, |P ∩Q| is also a

power of p. And so PQ is a p-group.

2.33. If H is a subgroup of G such that the product of any two

right cosets of H in G is again a right coset of H in G, prove that H

is normal in G.

Solution: Let Ha and Hb be two right cosets of H in G. By

assumption HaHb is a right coset of H in G. The set HaHb contains

the element ab. So the right coset should contain ab. Since there is

only one right coset of H in G containing ab, which is Hab, we have

HaHb = Hab for all a, b ∈ G. Hence HaH = Ha for all a ∈ G. i.e.

h1ah2 is equal to h3a for some h3 ∈ H. But h1ah2 = h3a implies

ah2a
−1 = h−1

1 h3.

So for any h2 ∈ H and any a ∈ G
ah2a

−1 = h−1
1 h3 ∈ H i.e. H is normal in G.

2.34. If ϕ : G → H is a homomorphism and G is abelian, then

Imϕ = { ϕ(g) | g ∈ G } is abelian.

Solution: Let ϕ(g1), ϕ(g2) ∈ Imϕ. Then ϕ(g1)ϕ(g2)
−1 = ϕ(g1)ϕ(g−1

2 ) =

ϕ(g1g
−1
2 ) ∈ Imϕ. Hence Imϕ is a subgroup of H.

ϕ(g1)ϕ(g2) = ϕ(g1g2) = ϕ(g2g1) as G is abelian. Now ϕ is a homo-

morphism implies
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ϕ(g1)ϕ(g2) = ϕ(g1g2) = ϕ(g2g1) = ϕ(g2)ϕ(g1). Hence Imϕ is

abelian.

2.35. If N,M are normal subgroups of G prove that NM/M ∼=
N/N ∩M.

Solution: Define a map ψ : N −→ NM/M as ψ(x) = xM for

x ∈ N.
ψ is clearly well defined and a homomorphism since ψ(xy) = (xyM) =

(xM)(yM) = ψ(x)ψ(y) for any x, y ∈ N

Kψ = { x ∈ N | xM = M }
= { x ∈ N | x ∈M } = N ∩M.

Obviously ψ is onto. Hence by isomorphism theorem:

N/Kψ = N/N ∩M ∼= NM/M.

2.36. Let V be the set of real numbers, and for a, b ∈ real numbers,

a 6= 0, let τa,b : V → V defined by τa,b(x) = ax + b. Let G = { τa,b |
a, b real a 6= 0 } and

N = { τ1b ∈ G }
a) Prove that G is a group with respect to composition of maps.

b) Prove that N is a normal subgroup of G and that G/N is iso-

morphic to a group of non-zero real numbers under multiplication.

Solution: (a) G is closed with respect to composition of maps.

Indeed

let g, h ∈ G. Then there exist a, b, c, d ∈ R, a 6= 0 6= c such that

g = τa,b, h = τc,d.Then for any x ∈ R, we have

(τa,b ◦ τc,d)(x) = τa,b(cx+ d) = a(cx+ d) + b

= acx+ (ad+ b)

Since with a 6= 0 6= c we have ac 6= 0, ac ∈ R, ad+ b ∈ R, we see that

(τa,b ◦ τc,d)(x) = τac,ad+b(x)
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for any x ∈ R. i.e. τa,b ◦ τc,d = τac,ad+b ∈ G. This means that g.h ∈ G
for any g, h ∈ G. This binary operation on G is associative, since

composition of maps is associative. τ1,0 is the identity function on R

and hence is the identity element of G. For any 0 6= a ∈ R, b ∈ R

τa,b ◦ τa−1,−a−1b = τaa−1,a(−a−1b)+b = τ1,0
τa−1,−a−1b ◦ τa,b = τa−1a,a−1(b)−a−1b = τ1,0 thus τa−1b = (τa,b)

−1. i.e.

every element of G has an inverse in G. Hence G is a group with respect

to this operation.

(b) Observe that the map ψ : G→ R− {0} defined by ψ(τa,b) = a

is a homomorphism from the group G onto the multiplicative group of

real numbers:

ψ(τa,b ◦ τc,d) = ψ(τac,ad+b) = ac

= ψ(τa,b)ψ(τc, d)

for any τa,b, τc,d ∈ G.

Kψ = { τa,b | ψ(τa,b) = 1 } = { τ1,b | b ∈ R } = N

Hence N is a normal subgroup of G. Therefore by isomorphism

theorem G/N is isomorphic to the multiplicative group of real numbers.

2.37. Let G be a finite group and α be an automorphism of G

satisfying α(x) = x implies that x = e and α2(x) = x for all x ∈ G.
Then show that G is an abelian group.

Remark. Such an automorphism of G is called a fixed point

free automorphism of G of order 2 or fixed point free involutory

automorphism of G.

Solution: First consider the following map f : G → G, f(y) =

y−1α(y). The map f is a one to one map. Indeed if

y−1α(y) = t−1α(t), then multiplying from left by t and from right

by α(y)−1 we obtain

ty−1 = α(ty−1). Since α does not fix any element except identity

we have

ty−1 = e. Hence t = y and f is one to one.
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Since G is a finite group a one to one map from G to G is onto.

So for every element g in G there exists x ∈ G such that g = x−1α(x).

Now

α(g) = α(x−1α(x)) = α(x−1)x = α(x)−1x = g−1. This means α

inverts every element of G. But then α(gh) = α(g)α(h) implies

(gh)−1 = g−1h−1

h−1g−1 = g−1h−1. Hence gh = hg for all h, g ∈ G. i.e. G is abelian.

2.38. In the following, verify if the mappings defined from G to G

are homomorphisms, and in those cases in which they are homomor-

phisms, determine the kernel.

(a) G = G is the group of non-zero real numbers under multiplica-

tion, ψ(x) = x2 for all x ∈ G.
(b) G,G as in (a) and ψ(x) = 2x.

(c) G is the group of real numbers under addition, G = G, ψ(x) =

x+ 1 all x ∈ G.
(d) G,G as in (c), ψ(x) = 13x for all x ∈ G.
(e) G is any abelian group G = G, ψ(x) = x5 all x ∈ G.

Solution: a) φ is a homomorphism as φ(xy) = (xy)2 = x2y2 =

φ(x)φ(y) since real numbers are commutative group with respect to

multiplication.

Kφ = {x ∈ R | x2 = 1} = {±1}

(b) φ(xy) = 2xy

φ(x) = 2x and φ(y) = 2y but φ(x)φ(y) = 2x+y 6= 2xy. Hence φ

isnot a homomorphism.

(c) φ(x + y) = x + y + 1 but φ(x) + φ(y) = x + y + 2. Hence φ is

not a homomorphism.

(d) φ(x + y) = 13(x + y) = 13x + 13y = φ(x) + φ(y). Hence φ is a

homomorphism.

Kφ = {x ∈ G | φ(x) = 0} = {x ∈ G | 13x = 0} = {0}
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(e) φ(xy) = x5y5 = φ(x)φ(y). Hence ψ is a homomorphism Kφ =

{x ∈ G | x5 = e}.

2.39. Let G be the group of non-zero complex numbers under mul-

tiplication and let N be the set of complex numbers of absolute value 1

(that is a+ bi ∈ N if a2 + b2 = 1).

Show that G/N is isomorphic to the group of all positive real num-

bers under multiplication.

Solution: First we show that the set of complex numbers of abso-

lute value 1 is a normal subgroup of the set of complex numbers.

Indeed if z1, z2 ∈ N, then |z1| = 1, |z2| = 1. Then |z1z2| = |z1||z2| =
1 and | 1

z1
| = 1

|z1| = 1. Hence N is a subgroup of C; moreover since C is

abelian, every subgroup is normal. Hence N is normal in C.

Define a map ψ : C −→ R

x+ iy −→ x2 + y2

ψ is a homomorphism as

ψ((x+ iy)(t+ iv)) = ψ(x+ iy)ψ(t+ iv).

Image of ψ is the set of all positive real numbers. Indeed, if a is a

positive real number there exists w ∈ R such that w2 = a. w + 0i ∈ C

such that ψ(w + 0i) = a. Hence ψ is onto. By isomorphism theorem

C/N is isomorphic to the multiplicative group of positive real numbers.

2.40. Let x, y ∈ G and let xy = z ∈ Z(G), show that x and y

commute.

Solution: Now zx = xz. Namely xyx = xxy. Now multiplying

from left by x−1 we obtain yx = xy.

2.41. If G/Z(G) is cyclic, show that G is abelian.

Solution: Let G/Z(G) = 〈xZ(G)〉
Let a, b ∈ G. Then there exist an integer such that aZ(G) = xiZ(G)

as G/Z(G) is cyclic. This implies a = xiz for some z ∈ Z(G). Similarly

there exists an integer j such that b = xjw for some w ∈ Z(G).

Now consider ab = xizxjw = xixjzw as z ∈ Z(G), then ab =

xixjzw = xi+jzw = xjxizw = xjwxiz as ω ∈ Z(G), which is ba.
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Hence for all a, b ∈ G ab = ba i.e. G is abelian.

2.42. Compute a−1ba where

a = (1, 3, 5)(1, 2) and b = (1, 5, 7, 9)

Solution: a−1 = (1, 2)(5, 3, 1)

a−1ba

= (1, 2)(5, 3, 1)(1, 5, 7, 9)(1, 3, 5)(1, 2) = (3, 7, 9, 5)

2.43. Find the cycle structure of all the powers of (1, 2, · · · , 8)

Solution:

g2 = (1, 2, 3, 4, 5, 6, 7, 8)(1, 2, 3, 4, 5, 6, 7, 8) = (1, 3, 5, 7)(2, 4, 6, 8)

g3 = (1, 2, 3, 4, 5, 6, 7, 8)(1, 3, 5, 7)(2, 4, 6, 8) = (1, 4, 7, 2, 5, 8, 3, 6)

g4 = (1, 2, 3, 4, 5, 6, 7, 8)(1, 4, 7, 2, 5, 8, 3, 6) = (1, 5)(2, 6)(3, 7)(4, 8)

g5 = (1, 2, 3, 4, 5, 6, 7, 8)(1, 5)(2, 6)(3, 7)(4, 8) = (1, 6, 3, 8, 5, 2, 7, 4)

g6 = (1, 2, 3, 4, 5, 6, 7, 8)(1, 6, 3, 8, 5, 2, 7, 4) = (1, 7, 5, 3)(2, 8, 6, 4)

g7 = (1, 2, 3, 4, 5, 6, 7, 8)(1, 7, 5, 3)(2, 8, 6, 4) = (1, 8, 7, 6, 5, 4, 3, 2)

g8 = (1)

2.44. Prove that (1, 2, · · · , n)−1 = (n, n− 1, n− 2, · · · , 2, 1).

Solution: To show that it is the inverse we look at gg−1 = g−1g =

e.

(1, 2, 3, 4, · · · , n)(n, n− 1, · · · , 2, 1) = (1)

(n, n− 1, · · · , 2, 1)(1, 2, 3, · · ·n) = (1)

2.45. Express as the product of disjoint cycles:

a) (1, 2, 3)(4, 5)(1, 6, 7, 8, 9)(1, 5).

b) (1, 2)(1, 2, 3)(1, 2).
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Solution: Express as the product of disjoint cycles:

a) (1,2,3)(4,5) (1,6,7,8,9) (1,5) = (1,2,3,6,7,8,9,5,4)

b) (1,2)(1,2,3)(1,2)= (1,3,2)

2.46. Find all normal subgroups in S4.

Solution: {(1)}, S4,

V = {(1), (1, 2)(3, 4), (1, 3)(2, 4), (1, 4)(2, 3)}
A4 = {(1), (1, 2)(3, 4), (1, 3)(2, 4), (1, 4)(2, 3),

(1, 2, 3), (1, 3, 4), (2, 3, 4), (1, 2, 4), (2, 4, 3), (1, 4, 3), (1, 3, 2), (1, 4, 2) }
So S4 has four normal subgroups.

2.47. Give an example of a group G, subgroup H and an element

a ∈ G such that aHa−1 ⊂ H but aHa−1 6= H

Solution: G = {

(
a b

c d

)
| ad− bc 6= 0 a, b, c, d ∈ R}

Let H = {

(
1 0

x 1

)
| x ∈ Z}, obviously H ≤ G and let

g =

(
1 0

0 2

)
,

Then

(
1 0

0 2

)(
1 0

x 1

)(
1 0

0 1
2

)
=

(
1 0

2x 2

)(
1 0

0 1
2

)
=

(
1 0

2x 1

)

gHg−1 = {

(
1 0

2x 1

)
| x ∈ Z} so

gHg−1 ≤ H but gHg−1 6= H as

(
1 0

1 1

)
/∈ gHg−1 but

(
1 0

1 1

)
∈

H.

2.48. Prove that any group of order 15 is cyclic.

Solution: Let G be a group of order 15. By Cauchy’s theorem

there exists a subgroup M of order 5 and a subgroup N of order 3.

[G : M ] = |G|
|M | = 3. Hence there exists a homomorphism from G into

the symmetric group on the cosets of M in G. Since 15 6 | 3! we have a
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kernel and since M is cyclic group of order 5, kernel must be M. Hence

M is normal in G.

Let g be an element of N of order 3.

αg : M →M

x 7−→ αg(x) = g−1xg

is an automorphism of M and order of this automorphism divides

3. But M is a cyclic group of order 5, hence the automorphism of M

has order ϕ(5) = 4 where ϕ Euler’s ϕ function. So the order of αg
has to divide also 4. Hence αg has order 1 and becomes the identity

automorphism. This implies g−1xg = x for all x ∈M. i.e. the elements

of M and N commute. Since M and N are itself abelian we obtain G

is abelian. Now if x is a generator of M and g is a generator of N, then

o(xg) 6= 5, 3 as

(xg)5 = x5g5 = eg2 = g2 6= e.

(xg)3 = x3g3 = x3 6= e.

Hence 〈xg〉 = G.

2.49. Prove that if a group G of order 28 has a normal subgroup

of order 4, then G is abelian.

Solution: Let G be a group of order 28. By Cauchy’s Theorem

G has a subgroup H of order 7. Let N the given normal subgroup of

order 4. Since |G||H| = 4 We have a homomorphism from a group G into

symmetric group on the cosets of H in G. So by isomorphism theorem

G/Kψ is isomorphic to a subgroup of S4.

If |Kψ| = 1, then by Lagrange theorem |G| | |S4| which is impossible,

since |G| = 28 and |S4| = 24. Hence Kψ 6= {e} But Kψ = ∩g∈GgHg−1 ≤
H. The group H is a cyclic group of prime order 7 and Kψ 6= {e}
implies Kψ = H. But kernel of a homomorphism is always a normal

subgroup. Hence H is normal in G. Now consider H ∩N since this is

a subgroup of H and N, so |H ∩N | divides 7 and 4. Hence H ∩N =

{e}. Now for any h ∈ H, n ∈ N, h−1n−1hn ∈ H ∩ N = {e}. Hence

hn = nh. Now for any g ∈ G, there exist h ∈ H and n ∈ N such
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that g = hn. let g1, g2 ∈ G, so there exists h1, h2 ∈ H,n1, n2 ∈ N ,

g1g2 = (h1n1)(h2n2) = h1(n1h2)n2 = h1(h2n1)n2 = (h2h1)(n2n1) as H

is abelian and N is abelian (we use the fact that every group of order

4 is abelian).

so g1g2 = (h2h1)(n2n1) = h2(h1n2)n1 = h2(n2h1)n1 = (h2n2)h1n1 =

g2g1

Hence G is abelian.

2.50. If o(G) = pn, p a prime number, and N 6= {e} is a normal

subgroup of G, prove that N ∩ Z(G) 6= 1 where Z(G) is the center of

G.

Solution: Let G be a group of order pn. Since every finite p−group

has a non-trivial center we have Z(G) 6= {e}.
Now G/Z(G) is again a p−group, hence if G/Z(G) is not {e}, then

G/Z(G) has a non-trivial center, say Z(G/Z(G)) = Z2(G)/Z(G), and

continuing like this we have a series of G :

G� Zk(G) � Zk−1(G) · · ·� Z1(G) = {e}
here we have

[Zi(G), G] ≤ Zi−1(G).

Now

N = N ∩G� Zk(G) ∩N � Zk−1(G) ∩N . · · ·� Z1(G) ∩N = {e}.
There exists i such that Zi(G) ∩N = {e} but Zi+1(G) ∩N 6= {e}

Now [G,Zi+1(G) ∩ N ] ≤ Zi(G) ∩ N = {e}. Hence Zi+1(G) ∩ N ≤
Z(G). So

Zi+1(G) ∩N ∩ Z(G) 6= {e}
but Z(G) ⊆ Zi+1(G). This gives Zi+1(G)∩N ∩Z(G) = N ∩Z(G) 6=

{e}

2.51. Suppose that K �G with |G/K| = n <∞.
(i) Show that gn ∈ K for every g ∈ G.
(ii) If g ∈ G and gm ∈ K for some integer m such that (m,n) = 1,

then g ∈ K.
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Solution: (i) The group G/K is a finite group of order n. By La-

grange Theorem for any g ∈ G the order of the subgroup 〈gK〉 divides

the order of the group G/K. i.e (gK)n = K implies gn ∈ K.

(ii )Since (m,n) = 1, there exist a and b in Z such that am+bn = 1.

Then g = gam+bn = gamgbn. Then gm ∈ K implies gma ∈ K and by (i)

gn ∈ K implies gnb is in K . Hence we get g = gam+bn ∈ K.

2.52. Let G be a group and Z the center of G. If T is any auto-

morphism of G, prove that T (Z) ⊆ Z.

Solution: Let w ∈ Z and g ∈ G. There exists x ∈ G such that

Tx = g as T is an automorphism. So

gT (w) = T (x)T (w) = T (xw) = T (wx) = T (w)T (x) = T (w).g.

Hence T (w) is in the center of G.

2.53. If in a finite group G, an element a has exactly two conju-

gates, prove that G has a normal subgroup N 6= {e} and N 6= G.

Solution: For a finite group G and an element x ∈ G we know that

the number of conjugates of x in G is equal to the number of cosets of

CG(x) in G. Since we have only two conjugates CG(x) has index 2 in G.

But any subgroup of index 2 in G is normal (see exercise 2.26. Hence

CG(x) is normal in G. Since |G : CG(x)| = 2 we have G 6= CG(x).

On the other hand CG(x) 6= {e} as x 6= e (otherwise CG(x) = G) and

x ∈ CG(x).

2.54. Describe all finite abelian groups of order 26.

Solution: (a) By the structure theorem of finite abelian groups

the following list of abelian groups is a complete list of abelian groups

of order 26. ie. any abelian group of order 26 is isomorphic to exactly

one group of the following list.

Z26

Z25 × Z2

Z24 × Z22
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Z24 × Z2 × Z2

Z23 × Z23

Z23 × Z22 × Z2

Z23 × Z2 × Z2 × Z2

Z22 × Z22 × Z22

Z22 × Z22 × Z2 × Z2

Z22 × Z2 × Z2 × Z2 × Z2

Z2 × Z2 × Z2 × Z2 × Z2 × Z2

2.55. Let G be a group, K1, K2, · · · , Kn normal subgroups of G.

Suppose that K1 ∩ K2 ∩ · · · ∩ Kn = {e}. Let Vi = G/Ki. Prove that

there is a monomorphism of G into V1 × · · · × Vn.

Solution: Define a map ψ : G → V1 × V2 × · · · × Vn, g →
(gK1, gK2, · · · , gKn), clearly ψ is a homomorphism.

Kernel of ψ is Kψ = { g ∈ G | gKi = Ki for all i } = {g ∈ G |
g ∈ Ki for all i} = ∩ni=1Ki = {e}

Hence ψ is one to one.

2.56. Show how to get all abelian groups of order 23325.

Solution:

Z23 × Z32 × Z5

Z22 × Z2 × Z32 × Z5

Z2 × Z2 × Z2 × Z32 × Z5

Z23 × Z3 × Z3 × Z5

Z22 × Z2 × Z3 × Z3 × Z5

Z2 × Z2 × Z2 × Z3 × Z3 × Z5

2.57. List all the conjugate classes in S3 and verify the class equa-

tion.

Solution: Conjugacy class of (1) is [1] = {(1)}
Conjugacy class of (1,2) is [(1, 2)] = {(1, 2), (1, 3), (2, 3)}

Conjugacy class of (1, 2, 3) is [(1, 2, 3)] = {(1, 2, 3), (1, 3, 2)}. Class

equation:
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|G| =
∑

x∈A |G : CG(x)| =
∑

x∈A |[x]| where A is a complete set of

representatives of all conjugacy classes of G.

6 = 1 + 3 + 2

2.58. Let G be a finite abelian group. Prove that G is isomorphic

to the direct product of its Sylow subgroups.

Solution: Let G be a finite abelian group of order m. Let m =

pn1
1 p

n2
2 · · · p

nk
k be the prime factorization of m.

By Sylow’s Theorem we know that G has subgroups Si of order

pni
i , i = 1, 2, . . . , k.

Since G is abelian, every subgroup is normal, in particular every

Sylow subgroup is normal. So S1 · · ·Si−1Si+1 · · ·Sk is a subgroup of G

and

Si ∩ S1 · · ·Si−1Si+1 · · ·Sk = {e}
Since every element in S1 · · ·Si−1Si+1 · · ·Sk is of order a power of

the primes p1, · · · , pi−1, pi+1 · · · , pk and every element of Si is of order

a power of the prime pi. Hence

|S1S2 · · ·Sk| = pn1
1 · · · p

nk
k = |G|.

and hence G = S1 · · ·Sk. The property Si ∩S1 · · ·Si−1Si+1 · · ·Sk = {e}
implies that G is a direct product of its Sylow subgroups.

2.59. Let G be a group and let T = G×G
a) Show that D = {(g, g) ∈ G×G | g ∈ G} is isomorphic to G.

b) Prove that D is normal in T if and only if G is abelian.

Solution: Define a map ψ : G→ D, by g → (g, g).

Clearly ψ is well defined.

ψ(xy) = (xy, xy) = (x, x)(y, y)

= ψ(x)ψ(y)

Kψ = {g ∈ G | (g, g) = (e, e)} = {e}. So ψ is a monomorphism.

Moreover for any (g, g) ∈ D there exists g ∈ G such that ψ(g) = (g, g).

Hence ψ is an isomorphism between G and D.
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(b) Assume that D is normal in T. Then for any (x, y) ∈ T and any

(g, g) ∈ D,

(x−1gx, y−1gy) = (u, u) i.e.

{
x−1gx = u

y−1gy = u

}
. This implies x−1gx =

y−1gy then yx−1g = gyx−1 for all y ∈ G i.e. yx−1 ∈ Z(G).

This is true for all (x, y) ∈ T. Choose x = e, hence y ∈ Z(G) for all

g ∈ G. This implies G is abelian. Converse is clear.

2.60. Give an example of a finite non-abelian group G which con-

tains a subgroup H0 6= {e} such that H0 ⊆ H for all subgroups H 6= {e}
of G.

Solution: Let Q8 = {1,−1, i,−i, j,−j, k,−k} with multiplication

i2 = j2 = k2 = ijk = −1
ij = k, ik = -ki = -j

ji = -k, jk = i, kj = -i
Z = {1,−1} = H0 is a subgroup of Q8 and Z is contained in every

subgroup H0 6= {e} of Q8.

Indeed if {e} 6= H is any subgroup of Q8, then H contains at least

one of the elements {−1,±i,±j,±k} if it contains -1 then certainly it

contains Z. If it contains one of ±i,±j,±k, then i2 = j2 = k2 = −1 ∈
H. Hence H ⊇ Z.

Subgroups of Q8 are

Q8

S1 = {1,−1, i,−i}
S2 = {1,−1, j,−j}
S3 = {1,−1, k,−k}
Z = {1,−1}
{1}

Hence the Hasse diagram is
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Q8

S1 S2 S3

Z

{e}

Observe that if H0 contains two of the elements of {i, j, k} then it

generates Q8.

2.61. Show that every group of order p2 where p a prime is either

cyclic or is isomorphic to the direct product of two cyclic groups each

of order p.

Solution: Let G be a group of order p2 (p−prime). We already

know that Z(G) 6= {e}. If there exists an element e 6= g ∈ Z(G) such

that o(g) = p2, then G is a cyclic group and isomorphic to Zp2 .

So assume that every element in Z(G) is of order p. Then Z(G) ∼=
Zp or Z(G) ∼= Zp ×Zp.In the first case, |Z(G)| = p, and |G/Z(G)| = p

and so G/Z(G) is a cyclic group. This implies G is an abelian group

by 2.41. i.e. Z(G) = G, which contradicts with |Z(G)| = p . In the

second case G = Z(G) and G is abelian and G ∼= Zp × Zp.

2.62. Let p, q be primes, p > q and G a group of order p.q. Prove:

a) G has a subgroup of order p and a subgroup of order q.

b) If q does not divide p− 1, then G is cyclic.

c) If q|p− 1, there exists a non-abelian group of order pq.

Solution: a) By Cauchy’s theorem every finite group G has an

element of order p for every prime divisor of |G|. Let x and y be elements

of G of orders p and q respectively. Then 〈x〉 and 〈y〉 are subgroups we

are looking for.
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b) Since p > q, the subgroup P = 〈x〉 has q cosets in G. There

exists a homomorphism ψ : G→ Sq, from G into the symmetric group

on the set of right cosets of P in G with kernel Kψ = ∩x∈GxPx−1. By

isomorphism theorem G/Kψ is isomorphic to a subgroup of Sq. But

|Sq| = q!. Hence Kψ can not be identity (otherwise pq|q! and q < p).

Hence Kψ = P i.e. P is a normal subgroup of G.

Let Q be the subgroup of G of order q and generated by 〈y〉. Define

a map αy from P to P such that αy : P → P, x → y−1xy. This

homomorphism is one to one and onto, hence an automorphism of P.

Since P is a group of prime order p where |Aut(P )| = p− 1 and αy
is an automorphism either of order 1 or of order q as |〈y〉| = q. But then

q|p − 1, which is impossible. Hence αy is the identity automorphism.

This implies xy = yx. (see exercise 2.10 ) Hence 〈x, y〉 is abelian. But

both p = |x| and q = |y| divide |〈x, y〉| and therefore |〈x, y〉| = |G| = pq,

ie. 〈x, y〉 = G.

(c) Z?
p is a group of order p− 1. Since q is a prime dividing |Z?

p|, by

Cauchy’s theorem Z?
p contains a subgroup X of order q.

Let G =

{[
x 0

z 1

]
| x ∈ X, z ∈ Zp

}
is a subset of the group of

2× 2 matrices

[
a b

c d

]
with ad− bc 6= 0 over Zp. The set G contains

exactly |X| · |Zp| = pq elements. On the other hand[
x1 0

z1 1

][
x2 0

z2 1

]
=

[
x1x2 0

z1x2 + z2 1

]
i.e. G is closed with respect to multiplication of matrices since X is a

subgroup of Z?
p with respect to multiplication.

Clearly G is a non-abelian group of order pq.

2.63. (a) If G is a finite abelian group with elements a1, a2, · · · , an
prove that a1a2 · · · an is an element whose square is the identity.

(b) If the G in part (a) has no element of order 2 or more than one

element of order 2, prove that a1a2 · · · an = e.

(c) If G has one element, y, of order 2, prove that a1a2 · · · an = y.

(d) (Wilson’s theorem) If p is a prime number show that (p− 1)! ≡
−1 ( mod p).
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Solution: (a) LetG be an abelian group with elements a1, a2, · · · , an.
For every ai of order greater than 2, ai 6= a−1

i and so a−1
i appears in the

product, therefore only the elements of order 2 remains in the product

a1 · · · an. But their square is identity since G is abelian and square of

every element of order 2 is identity.

(b) By (a) if G has no element of order 2, then inverse of every

element appears in the product, hence the product of the elements in

G is identity.

Assume that G has more than one element of order 2. Since the

elements of order different from 2 cancels we may assume that G is a

2-group say x1, x2, · · · , x2m are elements of order 2 where m ≥ 2.

We prove this by induction on m.

If m = 2, then 1, x1, x2 x1x2 are the elements of the group 〈x1, x2〉.
Hence x1x2 · x1x2 = 1.

Assume that the statement is true form−1 and letG = {x1, · · · , x2m}
The group G is abelian and every element is of order 2.

Let H = {x1, x2, · · · , x2m−1}. Let {x1, . . . , xm} be the generators of

G = 〈x1, · · · , xm〉
If x1x2x3 · · ·xi in H, then the new elements are x1x2 · · ·xixm. Hence

in the product of elements of G we have∏
g

g∈G
= 1 · 1(xm)2m−1

= 1.

We have the product of the elements in H and the product of the

elements in H times xm. Since G is abelian xm appears 2m−1 times.

Hence we have the result.

c) If G has one element y of order 2, then by the above explanations

a1 · · · an = y

d) Zp with multiplication forms a cyclic group of order p−1. Hence

Zp is abelian and the product of the elements is 1.2 · · · (p−1) = (p−1)!

Since Zp is a cyclic group, it has only one element of order 2, hence

the product of the elements is the only element of order 2. But the

element of order 2 is −1 ( mod p). Hence

(p− 1)! ≡ −1 ( mod p)
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2.64. If p is an odd prime and if

1 +
1

2
+

1

3
+ · · ·+ 1

p− 1
=
a

b
,

where a and b are integers, prove that p|a. If p > 3, prove that p2|a.

Solution: Let p be an odd prime.

1 +
1

2
+ · · ·+ 1

p− 1
=
a

b

For p = 3, 1 + 1
2

= a
b
. Then 3

2
= a

b
2a = 3b. Hence 3 |a. Now assume

that p > 3, then write the equation in the form

(1 +
1

p− 1
) + (

1

2
+

1

p− 2
) + · · ·+ (

1

(p−1
2

)
+

1

(p+1
2

)
)

=
p

1(p− 1)
+

p

2(p− 2)
+ · · ·+ p

(p−1
2

)2
)

as p− (p−1
2

) = p+1
2
≡ −(p−1

2
) ( mod p). Then the above equality

is equal to

= −p(1 + 22 + 32 + · · · + (p−1
2

)2) when it is considered in the mul-

tiplicative group Z∗p
For the above equality we consider Z∗p as a cyclic group with respect

to multiplication with p−1 elements. The square of the elements forms

a subgroup of Zp with respect to multiplication and so inverse of every

element is again contained in this subgroup and inverse of each element

is unique and appears in the above sum only once Hence the above sum

1 + 22 + · · ·+ (
p− 1

2
)2 =

(p−1
2

)(p+1
2

)(p)

6
since p > 3, and p is a prime and (p, 6) = 1.

Hence the sum becomes −p2(p−1
2

)(p+1
2

) = a
b
. Then −p2 (p2−1)

4
= a

b

and −p2(p2 − 1)b = 4a. Now we observe that p2|a.

2.65. Prove that the non-zero integers mod p under multiplica-

tion form a cyclic group if p is a prime.

Solution: The non-zero integers modulo p forms a field and the

multiplicative group of a finite field is cyclic.

2.66. Give an example of a non-abelian group in which (xy)3 =

x3y3 for all x and y.
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Compare this question with question 2.17.

Solution: Let G = {

 1 0 0

x 1 0

y z 1


∣∣∣∣∣∣∣x, y, z ∈ Z3}

 1 0 0

x 1 0

y z 1


 1 0 0

x 1 0

y z 1

 =

 1 0 0

2x 1 0

2y + zx 2z 1


 1 0 0

2x 1 0

2y + zx 2z 1


 1 0 0

x 1 0

y z 1

 =

 1 0 0

0 1 0

0 0 1


Hence every element of G is of order 3. But 1 0 0

2 1 0

0 1 1


 1 0 0

1 1 0

1 1 1

 =

 1 0 0

0 1 0

2 2 1


 1 0 0

1 1 0

1 1 1


 1 0 0

2 1 0

0 1 1

 =

 1 0 0

0 1 0

0 2 1


Hence G is not abelian.

It is clear that |G| = 27

2.67. If G is a finite abelian group, prove that the number of

solutions of xn = e in G, where n|o(G) is a multiple of n.

Solution: Let G be a finite abelian group. The set S of solutions of

the equation xn = e in G forms a subgroup of G. Indeed, let g, h be two

elements from S. Then gn = e and hn = e. We obtain (gh)n = gnhn = e

and (g−1)n = (gn)−1 = e.

Since G is abelian and n|o(G) so G has a subgroup H of order n.

Then every element in H is a solution for xn = e. Hence H is a sub-

group of S, then by Lagrange Theorem |H| divides |S|. i.e. n divides

the number of solutions in G of xn = e.



EXERCISES AND SOLUTIONS IN GROUPS RINGS AND FIELDS 33

A groupG is said to be soluble if there is a finite sequenceH0, H1, · · · , Hn

of subgroups of G such that Hi < Hi+1 and Hi is a normal subgroup

of Hi+1 with H0 = {e} and Hn = {G}, and all factor groups Hi+1/Hi

are abelian.

2.68. Prove that a subgroup of a soluble group and the homomor-

phic image of a soluble group must be soluble.

Solution: Let G be a soluble group and K be a subgroup of G.

Since G is soluble there exists subgroup H0 ≤ H1 ≤ · · · ≤ Hn = G

such that Hi is normal in Hi+1 and Hi+1/Hi is abelian.

Now take the intersection of K with Hi we obtain

{e} = H0 ∩K ≤ H1 ∩K ≤ . . . ≤ Hn ∩K = K

since Hi is normal in Hi+1 we have Hi ∩K is normal in Hi+1 ∩K. In

order to say K is soluble it is enough to show

(Hi+1 ∩K)/(Hi ∩K) is abelian. But

(Hi+1 ∩K)/(Hi ∩K) ∼= (Hi+1 ∩K)Hi/Hi ≤ Hi+1/Hi

Since Hi+1/Hi is abelian subgroup of an abelian group is abelian.

Hence by the isomorphism theorem (Hi+1 ∩K)/(Hi ∩K) is abelian.

For the second part of the question, let M be a homomorphic image

of G and let N be the kernel of the homomorphism ψ from G onto M.

Hence by isomorphism theorem G/N ∼= M. We show G/N is soluble.

Let H0 = {e} ≤ H1 < · · · < Hn = G be the subgroups of G such

that Hi is normal in Hi+1 and Hi+1/Hi is abelian, 1 = 1, 2, . . . , n− 1.

Now considerH0N = {N} ≤ H1N/N ≤ H2N/N ≤ · · · ≤ HnN/N =

G/N

Since Hi is normal in Hi+1 we have HiN/N normal in Hi+1N/N.

Indeed if gN ∈ Hi+1N/N, then

(gN)−1(HiN/N)gN = g−1N(HiN/N)gN = HiN/N as g−1Hig =

Hi for all g ∈ Hi+1.

Moreover (Hi+1N/N)/(HiN/N) ∼= Hi+1N/HiN = Hi+1HiN/HiN
∼= Hi+1/(Hi+1 ∩HiN) ∼= Hi+1/Hi(Hi+1 ∩N)

Since Hi+1/Hi is abelian and homomorphic image of an abelian

group is abelian question 2.34 we get Hi+1/Hi(Hi+1 ∩ N) is abelian.

Hence the group G/N is soluble.
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2.69. If G is a group and N is a normal subgroup of G such that

both N and G/N are soluble, prove that G is soluble.

Solution: Let N be a normal subgroup of G. Since G/N is soluble

there exist subgroups N = H0 < H1/N < · · ·Hn/N = G/N such that

Hi/N �Hi+1/N. (i.e. Hi �Hi+1) and (Hi+1/N)/(Hi/N) ∼= Hi+1/Hi is

abelian.

Since N is soluble, there exist T0 = {e} � T1 � · · · � Tk = N such

that Tj+1/Tj is abelian. Now

{e} = T0 � · · · � Tk = N = H0 � · · · � Hn = G are subgroups of

G such that each subgroup is normal in the next one and the quotient

group is abelian. Hence G is soluble.

2.70. If G is a group, A a subgroup of G and N a normal subgroup

of G, prove that if both A and N are soluble, then so is AN.

Solution: Since N �G,AN is a subgroup of G and N �AN. Now

AN/N ∼= A/(A∩N). Since A is soluble, by question 2.68 homomorphic

image A/(A ∩N) is also soluble. Now by question 2.69 we obtain AN

is soluble.

2.71. If G is a group, define the sequence of subgroups G(i) of G

by

(1) G(1) = commutator subgroup of G which is a subgroup of G

generated by all aba−1b−1 where a, b ∈ G.
(2) G(i) = commutator subgroup of G(i−1) if i > 1.

Prove

(a) Each G(i) is a normal subgroup of G.

b) Let H�G. Then G(1) ≤ H if and only if G/H is abelian. (G/G(1)

is the largest abelian factor group of G.)

(c) G is soluble if and only if G(k) = {e} for some k ≥ 1.

Solution: (a) We prove this by induction on i.

For i = 1

G(1) = 〈 g−1h−1gh | g, h ∈ G 〉
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Let x be an element of G, and g−1h−1gh be an arbitrary generator

of G(1). Then

x−1g−1h−1ghx = x−1g−1xx−1h−1xx−1gxx−1hx

= (g−1)x(h−1)xgxhx ∈ G(1)

Since x normalizes an arbitrary generator of G(1), the element x

normalizes every element of G(1). Hence G(1) �G.

Now assume that G(i−1) �G and let

g−1h−1gh be an arbitrary generator of G(i) and let x be an arbitrary

element of G. Then

x−1g−1h−1ghx = (g−1)x(h−1)xgxhx since g and h ∈ G(i−1) and

Gi−1 � G we have gx and hx ∈ G(i−1) hence (g−1)x(h−1)xgxhx ∈ G(i)

and G(i) �G.

(b) Assume that G(1) ≤ H. Then for any xH, yH ∈ G/H we have

x−1y−1xyH = H as every generator of G(1) is an element of H. It

follows that xyH = yxH. i.e The group G/H is abelian.

Conversely assume that G/H is abelian. Then for any xH, yH ∈
G/H we have xyH = yxH. It follows that x−1y−1xyH = H. Hence

every generator of G(1) is in H. Hence G(1) ≤ H.

(c) Assume that G is soluble, then there exists subgroups H0 =

{e}�H1 � · · ·�Hn = G such that Hi+1/Hi is abelian. Hence Hn−1 ≥
G(1) as g−1h−1gh ∈ Hn−1. Continuing like this we get G(i) ≤ Hn−i, in

particular G(n) ≤ H0 = {e}.
Conversely assume that G(k) = {e} for some k ≥ 1. By (a) each

G(i) is normal in G, in particular each G(i+1) � G(i) and observe that

G(i)/G(i+1) is abelian for all i. Hence G is soluble.

2.72. Prove that a soluble group G 6= {e} always has an abelian

normal subgroup M 6= {e}.

Solution: Let G 6= {e} be a soluble group. Then by question 2.71

we have G(k) = {e} for some k. Let k be the least integer satisfying

G(k) = {e}. Hence G(k−1) 6= {e}. Here if hk = 1, G(0) = G By question
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2.71, G(k−1) is a normal subgroup of G and moreover it is abelian as for

any g, h ∈ G(k−1) we have g−1h−1gh ∈ G(k) = {e}. Hence g−1h−1gh = e

implies gh = hg. i.e. G(k−1) is the required group.

If G is a group, define the sequence of subgroups γi(G) by

(a) γ1(G) = G′ commutator subgroup of G.

(b) γi(G) = subgroup of G generated by all aba−1b−1 where a ∈ G,
b ∈ γi−1(G).

G is said to be nilpotent if γk(G) = {e} for some k ≥ 1.

2.73. (a) Show that each γi(G) is a normal subgroup of G and

γi(G) ≥ G(i).

(b) If G is nilpotent, prove it must be soluble.

(c) Give an example of a group which is soluble but not nilpotent.

Solution: We prove this by induction on i.

For i = 1, γ1(G) is the commutator subgroup of G and we showed

in 2.71 that commutator subgroup is normal.

Now assume that γi−1(G) is normal in G.

Let h ∈ γi−1(G) and x, g ∈ G, then a generator of γi(G) is of the

form h−1g−1hg. So for any x ∈ G, x−1h−1g−1hgx = (h−1)x(g−1)xhxgx

Since γi−1(G) � G and h ∈ γi−1(G) we have (h−1)x ∈ γi−1(G) and

gx ∈ G, hence (h−1)x(g−1)xhxgx ∈ γi(G) and therefore γi(G) �G.

G(i) � γi(G) as every generator of G(i) is contained in γi(G). by

induction on i.

(b) Let’s assume that G is nilpotent. Hence there exists k ≥ 1 such

that γk(G) = {e}. But then G(k) ≤ γk(G) = {e}. Hence G(k) = {e}.
Now by question 2.71 (b) G is soluble.

(c) G = S3 is soluble as G(1) = A3 and G(2) = {e}. G is not

nilpotent as Z(G) = {e}.

2.74. Show that any subgroup and homomorphic image of a nilpo-

tent group must be nilpotent.

Solution: ) Let G be a nilpotent group and H be a subgroup of G.

Then γ1(H) ≤ γ1(G) and γ2(H) ≤ γ2(G) and so on. Then by induction
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k we have γk(H) ≤ γk(G) = {e}. Hence H is nilpotent.

Now let G be nilpotent and N be a normal subgroup of G. Then

γ1(G/N) = γ1(G)N/N and γ2(G/N) = γ2(G)N/N and by induction

we observe that γi(G/N) = γi(G)N/N.

Since γk(G) = {e} we get γk(G) = {e}. Hence G/N is nilpotent.

2.75. Show that every homomorphic image, different from {e}, of

a nilpotent group has a nontrivial center.

Solution: Let G be a nilpotent group. We show that G has a

nontrivial center, whenever G 6= {e}. This will be enough for the ques-

tion because by question 2.74 every homomorphic image of a nilpotent

group is nilpotent.

Let G be nilpotent and k be the smallest positive integer such that

γk(G) = {e}. Then γk−1(G) 6= {e} and for any z ∈ γk−1(G) and g ∈ G.
z−1g−1zg ∈ γk(G) = {e}. Hence z−1g−1zg = e i.e. z ∈ Z(G). Therefore

{e} 6= γk−1(G) ≤ Z(G).

2.76. (a) Show that any group of order pn, p a prime, must be

nilpotent.

(b) If G is nilpotent, and H 6= G is a subgroup of G, prove that

NG(H) 6= H where NG(H) = {x ∈ G | xHx−1 = H}.

Solution: (a) We first show that if G/Z(G) is nilpotent, then G is

nilpotent.

To prove this, γ1(G/Z(G)) = γ1(G)Z(G)/Z(G) γ2(G/Z(G)) =

γ2(G)Z(G)/Z(G) and by induction γk(G/Z(G)) = γk(G)Z(G)/Z(G).

SinceG/Z(G) is nilpotent, there exists k ≥ 1 such that γk(G/Z(G)) =

{e} i.e.

γk(G)Z(G)/Z(G) = Z(G). Hence γk(G) ≤ Z(G).

Therefore γk+1(G) = {e}. Hence G is nilpotent.

Now for the solution of the question for a p-group G, we know that

Z(G) 6= {e}. We make induction on the order of G.

Assume that all p-groups of order < pn are nilpotent and let |G| =
pn. Since G is a p-group we have Z(G) 6= {e}. Hence |G/Z(G)| < |G|
and so G/Z(G) nilpotent, then by the above proof G is nilpotent.
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(b) Let G be a nilpotent group and H 6= G be a subgroup of G. By

question 2.75 Z(G) 6= {e}. In fact we have a central series

G = γ0(G) � γ1(G) � γ2(G) � · · ·� γk(G) = {e}
Let i be the smallest integer such that γi+1(G) < H but γi(G) 6≤ H.

Then

[γi(G), H] ≤ [γi(G), G] ≤ γi+1(G) ≤ H.

Hence γi(G) is contained in the normalizer of H. But γi(G) 6≤ H

implies NG(H) 6= H

2.77. (a) If G is a finite group and if P is a p-Sylow subgroup of

G, prove that P is the only p-Sylow subgroup in NG(P ).

(b) If P is a p-Sylow subgroup of G and if ap
k

= e then, if a ∈
N(P ), a must be in P.

(c) Prove that NG(NG(P )) = NG(P ).

Solution: (a) Let P and Q be two Sylow p-subgroups of G con-

tained in N(P ). Then they are two Sylow p-subgroups of NG(P ). So

they are conjugate in NG(P ) i.e. there exists an element x ∈ NG(P )

such that P x = Q. But x ∈ NG(P ) implies P x = P = Q.

(b) Since ap
k

= e, the element a is a p-element hence it is con-

tained in a Sylow p-subgroup because every p-element is contained in

a Sylow p-subgroup. But it is given that a ∈ N(P ), now by (a) there

is only one Sylow p-subgroup in N(P ) namely P. Hence a must be in P.

(c) It is clear that NG(P ) ≤ NG(NG(P )). Now let g ∈ NG(NG(P )).

Then P g ≤ NG(P g) = g−1NG(P )g = NG(P ). So P and P g are Sylow

p-subgroups of NG(P ). Hence they are equal by (a), i.e. P = P g and

g ∈ NG(P ). This implies NG(NG(P )) ≤ NG(P ) and so we have the

equality.

2.78. If G is a finite group, prove that G is nilpotent if and only

if G is the direct product of its Sylow subgroups.

Solution: Let G be a nilpotent group and let P be a Sylow p-

subgroup of G. Then by question 2.76 (b) P < NG(P ). Now consider

NG(P ). By question 2.77 (c) we have NG(NG(P )) = NG(P ). Now ques-

tion 2.76 implies that NG(P ) = G. i.e. P is a normal subgroup of G.
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Let P1, P2, · · · , Pn be the Sylow pi-subgroups of G, each normal in G.

It is clear that G = P1P2 · · ·Pn and for any i 6= j Pi∩Pj = {e}. Hence

the elements of Pi and Pj commute for all i 6= j.

Now let x ∈ Pi ∩ P1 · · ·Pi−1Pi+1 · · ·Pn. Then x is a pi-element, and

x = y1y2 . . . yi−1yi+1 . . . yn where yj is a pj element of G, for all i 6= j,

and j = 1 · · ·n. Let m be the least common multiple of the orders of

yi’s and xp
t
i = e. Then (m, pti) = 1 and so we have l, s ∈ Z such that

ml + ptis = 1. Now

x = xml+p
t
is = xml(xp

t
i)s = xml.Hence x = xml = (y1y2 · · · yiyi+1 · · · yn)ml

= yml1 · · · ymli−1y
ml
i+1 · · · ymln = e

Conversely assume thatG is a direct product of its Sylow p-subgroups.

By question 2.76 (a) each Sylow p-subgroup is nilpotent. Now it is

enough to show that direct product of two nilpotent group is nilpo-

tent.

Let N and M be nilpotent groups and G = N ×M. Then γ1(G) =

γ1(N) × γ1(M), γ2(G) = γ2(N) × γ2(M) and so on. If γk(N) = {e}
and γl(M) = {e} and k ≥ l, then γk(G) = γk(N) × γk(M) = {e}.
Hence G is nilpotent.

2.79. Let G be a finite group and H a subgroup of G. For A,B

subgroups of G, define A to be conjugate to B relative to H if B =

x−1Ax for some x ∈ H. Prove

(a) This defines an equivalence relation on the set of subgroups of

G.

(b) The number of subgroups of G conjugate to A relative to H

equals the index of NG(A) ∩H in H.

Solution: a) (i) A ∼ A since e ∈ H and A = eAe

(ii) A ∼ B, then there exists x ∈ H such that B = x−1Ax. There-

fore xBx−1 = A. i.e. B ∼ A. This is because x−1 ∈ H as H is a

subgroup and x ∈ H.

(iii) A ∼ B and B ∼ C, then there exists x, y ∈ H such that

B = x−1Ax and C = y−1By. We have C = y−1x−1Axy = (xy)−1Axy.

Since H is a subgroup, xy ∈ H and we obtain A ∼ C.
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(b) Let Ω be the set of right cosets of NG(A) ∩ H in H and Y

be the set of subgroups of G conjugate to A relative to H. Define a

map α : Ω → Y such that α(NG(A) ∩ H)h = h−1Ah. The map α is

one to one and onto. Indeed if α((NG(A) ∩H)h) = α((NG(A) ∩H)v),

then h−1Ah = v−1Av, multiplying from left by h and from right by

h−1 we obtain hv−1Avh−1 = A. i.e. vh−1 ∈ NG(A). Since v, h ∈ H we

have vh−1 ∈ H and hence vh−1 ∈ NG(A) ∩ H. i.e. (HG(A) ∩ H)v =

(NG(A) ∩H)h. Clearly α is onto.

2.80. Show that a group cannot be written as the set-theoretic

union of two proper subgroups.

Solution: Let G = HUK and assume that H 6⊆ K and K 6⊆ H.

Let h ∈ H \K and k ∈ K \H. G is a group, implies that hk ∈ G. So

either hk ∈ H or hk ∈ K. If hk ∈ H, then k ∈ H which is not the case.

If hk ∈ K, then h ∈ K which is not the case. Hence one should have

either H ⊆ K or K ⊆ H.

2.81. Suppose G is the group defined by the following Cayley table

1 2 3 4 5 6 7 8

1 1 2 3 4 5 6 7 8

2 2 1 8 7 6 5 4 3

3 3 4 5 6 7 8 1 2

4 4 3 2 1 8 7 6 5

5 5 6 7 8 1 2 3 4

6 6 5 4 3 2 1 8 7

7 7 8 1 2 3 4 5 6

8 8 7 6 5 4 3 2 1

(a) Find the centralizer of 5 in G.

(b) Find the centralizer of 3 in G.

(c) Find center of G.

(d) Find the order of each element of G.

(e) Is the above group abelian?

(f) Find a proper normal subgroup of G and verify why it is normal.
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Solution: (a) CG(5) = {1, 2, 3, 4, 5, 6, 7, 8}. This shows that 5 ∈
Z(G).

(b) CG(3) = {1, 3, 5, 7}.

(c) Since Z(G) ≤ CG(3) we need only to check that 7 is in the center

or not. But 7 does not commute with 2. Then we have Z(G) = {1, 5}.

(d) o(1) = 1 o(2) = 2 o(3) = 4 o(4) = 2 o(5) = 2 o(6) =

1 o(7) = 4 o(8) = 2.

(e) No, since Z(G) = {1, 5}.

(f) CG(3) = {1, 3, 5, 7} is a normal subgroup of G, since |G| = 8,

and |CG(3)| = 4. Hence |G : CG(3)| = 2. Every group of index 2 in G

is a normal subgroup.

2.82. Find an example of a noncyclic group, all of whose proper

subgroups are cyclic.

Solution: Consider the symmetric group S3 on 3 letters. .All

proper non-trivial subgroups of S3 are the followings

H1 = {1, (12)}, H2 = {1, (13)}, H3 = {1, (23)}, H4 = {1, (123), (132)}.
Hence they are all cyclic groups of order 2 or 3. Hence S3 is the required

example.

2.83. List all the elements of order 8 in Z8000000. How do you

know your list is complete?

Solution: Let G = Z800000 and let x be an element of order 8

in G, then |〈x〉| = 8. Since G is a cyclic group and a cyclic group

has a unique subgroup for each divisor of its order we have a unique

subgroup of order 8. Then all the elements of order 8 is contained in

〈x〉. Hence the question reduces to find the number of elements of order

8 in Z8. They are {1, 3, 5, 7}.Therefore we have 4 elements of order 8 in

Z8000.The list is complete as up to isomorphism there exists a unique

cyclic group of order 8 namely Z8.

2.84. Explain why Z8 ⊕ Z4 and Z8000000 ⊕ Z4000000 must have the

same numbers of elements of order 4.



42 M. KUZUCUOĞLU

Solution: Recall that in a group A ⊕ B the orders of elements

|(a, b)| = lcm(|a|, |b|). Hence we need to find the number of pairs (a, b)

such that lcm(|a|, |b|) = 4. Hence |a| = 1, 2, 4 or |b| = 1, 2, 4 such

that satisfying lcm(|a|, |b|) = 4. We need to exclude |a| = |b| = 2 as

lcm(|a|, |b|) = 2. In order to find the number of elements of order 4 in

Z8 we consider the following: any element of order 4 is contained in the

unique subgroup of Z8 of order 4. Hence we need to find the number of

generators of that subgroup of order 4 which is 2 namely the elements

relatively prime to 4.

Because of the above observation any element of order 4 in Z800000

generates a subgroup of order 4. But Z800000 is cyclic and by the above

explanation it has a unique subgroup of order 4. Hence it is isomorphic

to Z4. Therefore the number of elements of order 4 is the number of

generators of that group of order 4 which is 2.

(|a|, |b|) = (4, 1) the number of (a, b) is 2 · 1 = 2

(|a|, |b|) = (4, 2) the number of (a, b) is 2 · 1 = 2

(|a|, |b|) = (4, 4) the number of (a, b) is 2 · 2 = 4

(|a|, |b|) = (2, 4) the number of (a, b) is 1 · 2 = 2

(|a|, |b|) = (1, 4) the number of (a, b) is 1 · 2 = 2

Hence totally we have 12 elements of order 4.

2.85. . How many elements of order 4 does Z4 ⊕ Z4 have? (Do

not do this exercise by checking each member of Z4 ⊕ Z4.)

Solution: Recall that in a group A ⊕ B the order of elements

|(a, b)| = lcm(|a|, |b|). Hence we need to find the number of elements

(a, b) ∈ Z4 ⊕ Z4 such that lcm(|a|, |b|) = 4.

The number of elements of order 4 in Z4 is 2. The number of

elements of order 2 in Z4 is 1

The number of (a, b) such that |a| = 4 |b| = 2 is 2 · 1 = 2

|a| = 4 |b| = 4 is 2 · 2 = 4

|a| = 2 |b| = 4 is 1 · 2 = 2

|a| = 2 |b| = 4 is 1 · 2 = 2

So we have all together 12 elements of order 4. in Z4 ⊕ Z4.

2.86. Let M be the group of all real 2×2 matrices under addition.

Let N = R ⊕R ⊕R ⊕R under componentwise addition. Prove that
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M and N are isomorphic. What is the corresponding theorem for the

group of n× n matrices under addition?

Solution: Define a map f : M →M[
a b

c d

]
→ (a, b, c, d) It is easy to see that f is an isomorphism of

additive abelian groups.

b) For the group M of n × n matrices with respect to addition

N = R⊕· · ·⊕R n-copies of R are isomorphic. The map defined similar

to the above and the addition on the right hand side is componentwise

addition.

2.87. Any group of order 12 is isomorphic to one of Z12,Z6 ⊕
Z2, A4 or D6. To which of these is isomorphic to S3 ⊕ Z2?

Solution: The group S3 ⊕ Z2 cannot be isomorphic to Z12 and

Z6⊕Z2 as they are abelian but S3⊕Z2 is not abelian as the group S3

in the first component is not abelian. Hence S3⊕Z2 either isomorphic

to A4 or D6.The group S3 ⊕Z2 has a subgroup of order 6 but A4 does

not have a subgroup of order 6 moreover the groupS3⊕Z2 has a unique

subgroup of order 3 but A4 has 4 subgroups of order 3 . Hence S3⊕Z2

is isomorphic to D6.

Solution: Consider n = p2
1p

2
2p3 · · · pk where pi are distinct primes.

Then any group of order n is isomorphic to

Zp21
⊕ Zp22

⊕ Zp3 ⊕ · · · ⊕ Zpk
.

Zp1 ⊕ Zp1 ⊕ Zp22
⊕ Zp3 ⊕ · · · ⊕ Zpk

.

Zp1 ⊕ Zp1 ⊕ Zp2 ⊕ Zp2 ⊕ Zp3 ⊕ · · · ⊕ Zpk

Zp21
⊕ Zp2 ⊕ Zp2 ⊕ Zp3 ⊕ · · ·Zpk

2.88. Prove that the center of a group is characteristic.

Solution: Let ϕ be an automorphism of G and let z be any element

of Z(G). Then we need to show that

(z)ϕ ∈ Z(G).

Let g ∈ G. Since ϕ is an automorphism so ϕ is bijective hence for

any g ∈ G there exists x ∈ G such that (x)ϕ = g. Then

(xz)ϕ = (zx)ϕ = (xz)ϕ
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(x)ϕ(z)ϕ = (z)ϕ(x)ϕ. Then we have

g(z)ϕ = (z)ϕg. for all g ∈ G.Hence we have

(z)ϕ ∈ Z(G). Then

(Z(G))ϕ ⊂ Z(G). using the fact that ϕ is one-to-one and onto we

obtain Z(G)ϕ = Z(G). i.e. Z(G) is a characteristic subgroup of G.

2.89. The commutator subgroup G′ of a group G is the subgroup

generated by the set {x−1y−1xy | x, y ∈ G}. (That is, every element of

G′ has the form ai11 a
i2
2 · · · a

ik
k where each aj has the form x−1y−1xy, each

ij = ±1 and k is any positive integer.) Prove that G′ is a characteristic

subgroup of G. This important subgroup was first introduced by G.A.

Miller.

Solution: The commutator u = x−1y−1xy is an arbitrary gener-

ator of G1.

Let ϕ be an automorphism of G. Then

(x−1y−1xy)ϕ = (x−1)ϕ(y−1)ϕ(x)ϕ(y)ϕ

= ((x)ϕ)−1((y)ϕ)−1(x)ϕ(y)ϕ ∈ G1. Then for any generator u ∈ G1

(u)ϕ is also a generator of G1.

(u)ϕ ∈ G1. (G1)ϕ ⊆ G1. Moreover for

x−1y−1xy ∈ G1 where x, y ∈ G there exists x1, y1 ∈ G such that

(x1)ϕ = x and (y1)ϕ = y. Then

( (x1)
−1(y1)

−1x1y1)ϕ = (x−1)y−1xy. This implies that G1 ≤ (G1)ϕ.

Hence we have G1 = ϕ(G′)

2.90. Prove that R under addition is not isomorphic to R∗ under

multiplication.

Solution: Assume that there exists and isomorphism from (R,+)

onto R∗, ·) Then for −1 ∈ R∗ there exists an element y ∈ R such that

f(y) = −1.

Let f(y
2
) = a in R. Then f(y) = f(y

2
+ y

2
) = f(y

2
)f(y

2
).= a2 = −1.

But this is impossible in real numbers.

One can argue the same question also as follows. The group R

under addition has no element of finite order it is a torsion free group

but R∗ under multiplication has an element −1 hence these two groups

cannot be isomorphic.
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2.91. Show that Q+ (the set of positive rational numbers) under

multiplication is not isomorphic to Q under addition.

Solution: Let f : (Q,+)→ (Q+, ·)
f(a+ b) = f(a) · f(b). Then there exists

y ∈ Q such tthat f(y) = 2. Then we have

f(y) = f(y
2

+ y
2
) = f(y

2
) f(y

2
) = a2 = 2 for some a ∈ Q.

But this is impossible in Q.

2.92. Suppose G = {e, x, x2, y, yx, yx2} is a non-abelian group

with |x| = 3 and |y| = 2. Show xy = yx2.

Solution: Observe first that xy 6= yx. Otherwise G is abelian.

Since |x| = 3, we have x 6= e,

x2 6= e. and y 6= e

So the only possibilities for xy are x, x2, yx2

If xy = x then y = e.

If xy = x2 then y = x this implies y2 = x2 = e which is impossible

xy = y implies x = e Hence the only remaining element is yx2.

2.93. (i) The set

G =


 1 a b

0 1 c

0 0 1


∣∣∣∣∣∣∣ a, b, c ∈ Z3


is a group under multiplication if addition and multiplication of the

entries are done modulo 3.

(ii) How many elements does G have?

(iii) Find three subgroups of G of order 9.

(iv) Are these subgroups of order 9 abelian?

(v) Is G abelian?

Solution: One can see that G is a group under multiplication by

checking the group axioms.

(ii) There are 3 possibilities for each of a, b or c. Hence |G| = 27.

(iii)

H1 =


 1 a b

0 1 0

0 0 1

 | a, b ∈ Z3


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 1 a b

0 1 0

0 0 1


 1 a′ b′

0 1 0

0 0 1

 =

 1 a′ + a b′ + b

0 1 0

0 0 1


 1 a′ b′

0 1 0

0 0 1


 1 a b

0 1 0

0 0 1

 =

 1 a+ a′ b+ b′

0 1 0

0 0 1


Since Z3 is a commutative group with respect to addition modulo

3 and a, b, a1, b1 ∈ Z3 we have

a+a′ = a′+a, b+ b′ = b+ b′. Hence H1 is an abelian subgroup

of G of order 9. Recall that for any prime p the group of order p2 is

abelian.

H2 =


 1 0 b

0 1 c

0 0 1

 | b, c ∈ Z3


 1 0 b

0 1 c

0 0 1


 1 0 b′

0 1 c′

0 0 1

 =

 1 0 b′ + b

0 1 c′ + c

0 0 1


 1 0 b′

0 1 c′

0 0 1


 1 0 b

0 1 c

0 0 1

 =

 1 0 b+ b′

0 1 c+ c′

0 0 1


By the above explanation H2 is an abelian subgroup of G of order

9.

H3 =


 1 a b

0 1 a

0 0 1

 | a, b ∈ Z3


 1 a b

0 1 a

0 0 1


 1 a′ b′

0 1 a′

0 0 1

 =

 1 a′ + a b′ + aa′ + b

0 1 a′ + a

0 0 1


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 1 a′ b′

0 1 a′

0 0 1


 1 a b

0 1 a

0 0 1

 =

 1 a+ a′ b+ a′ + b′

0 1 a+ a′

0 0 1


Since for any a, a′ ∈ Z3 we have a′a = aa′ we get H3 is an abelian

subgroup of order 9.

G is not abelian since x =

 1 1 2

0 1 2

0 0 1

 , y =

 1 0 1

0 1 2

0 0 1

 xy 6=

yx.

2.94. Find the centralizer of

[
1 0

1 1

]
in GL(2,R).

Solution:

CGL(2, R)

([
1 0

1 1

])
=

{[
a b

c d

]
∈ GL(2,R) |

[
a b

c d

][
1 0

1 1

]

=

[
1 0

1 1

][
a b

c d

]}

So

[
a b

c d

][
1 0

1 1

]
=

[
1 0

1 1

][
a b

c d

]
gives the equality[

a+ b b

c+ d d

]
=

[
a b

a+ c b+ d

]
. Hence we get

a+ b = a

c+ d = a+ c

b+ d = d

Then b = 0 and d = a. Hence

CGL(2,R)

([
1 0

1 1

])
=

{[
a 0

c a

]
| a 6= 0, a, c ∈ R

}
.

2.95. Let K =

{[
a 0

0 b

]∣∣∣∣∣ a, b ∈ Q ab 6= 0

}
. Prove

(a) K is a subgroup of GL(2, Q). (The elements of K are called

diagonal matrices.)

(b) Z(K) = K.
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(c) Are your proofs for (a) and (b) valid when Q is replaced by R

the field of real numbers? Are they valid when Q is replaced by Zp? the

finite field with p-elements

Solution: Let

[
a 0

0 b

]
and

[
c 0

0 d

]
be elements of K. Then[

a 0

0 b

][
c 0

0 d

]
=

[
ac 0

0 bd

]
since ab 6= 0 and cd 6= 0 we get

acbd 6= 0. Hence

[
ac 0

0 bd

]
∈ K[

a 0

0 b

]−1

=

[
a−1 0

0 b−1

]
∈ K since ab 6= 0 we obtain a−1b−1 6=

0.

Hence K is a subgroup of GL(2,Q). Observe that as a, b ∈ Q we

have a−1, b−1 ∈ Q.

b)

[
a 0

0 b

][
c 0

0 d

]
=

[
ac 0

0 bd

]

and

[
c 0

0 d

][
a 0

0 b

]
=

[
ca 0

0 db

]
Since Q is a commutative group with respect to multiplication we

get that K is a commutative group. Hence Z(K) = K

c) Yes.

2.96. Let G be a group. Show that Z(G) =
⋂
a∈GCG(a).

Solution: Let x ∈
⋂
a∈GCG(a). Then xa = ax for all a ∈ G. This

means x ∈ Z(G).

Conversely if x ∈ Z(G), then xa = ax for all a ∈ G. Hence x ∈
CG(a) for all a ∈ G, that implies x ∈

⋂
a∈GCG(a).

2.97. Let G = SL(2,R). For any positive integer n and any angle

θ show that [
cos θ − sin θ

sin θ cos θ

]n
=

[
cosnθ − sinnθ

sinnθ cosnθ

]
.
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Use this formula to find the order of[
cos 60◦ − sin 60◦

sin 60◦ cos 60◦

]
and

[
cos
√

2◦ − sin
√

2◦

sin
√

2◦ cos
√

2◦

]
.

(Geometrically,

[
cos θ − sin θ

sin θ cos θ

]
represents a rotation of the plane

θ degrees).

Solution: By induction on n. For n = 1, it is clear.

Assume

[
cos θ − sin θ

sin θ cos θ

]n
=

[
cosnθ − sinnθ

sinnθ cosnθ

]
Then

[
cos θ − sin θ

sin θ cos θ

]n+1

=

[
cos θ − sin θ

sin θ cos θ

][
cos θ − sin θ

sin θ cos θ

]n

=

[
cos θ − sin θ

sin θ cos θ

][
cosnθ − sinnθ

sinnθ cosnθ

]

=

[
cos θ cosnθ − sin θ sinnθ − cos θ sinnθ − sin θ cosnθ

sin θ cosnθ + cos θ sinnθ − sin θ sinnθ + cos θ cosnθ

]

=

[
cos(n+ 1)θ − sin(n+ 1)θ

sin(n+ 1)θ cos(n+ 1)θ

]
Now to find the order of the matrices consider

[
cos 60◦ − sin 60◦

sin 60 cos 60◦

]6

=

[
cos 360◦ − sin 360◦

sin 360◦ cos 360◦

]
=

[
1 0

0 1

]
For any number 1 ≤ k < 6 we can not get the identity because of

the above formula. Hence the order of the above matrix is 6.[
cos
√

2◦ − sin
√

2◦

sin
√

2◦ − cos
√

2◦

]
has infinite order, since for any n, n

√
2◦ 6=

360◦ as
√

2 is an irrational number.
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2.98. Consider the set G = {0, 1, 2, 3, 4, 5, 6, 7}. Suppose there is

a group operation ? on G that satisfies the following two conditions:

(a) a ? b ≤ a+ b for all a, b in G.

(b) a ? a = 0 for all a in G.

Construct the multiplication table for G. (This group is sometimes

called the Nim group.)

Solution:

? 0 1 2 3 4 5 6 7

0 0 1 2 3 4 5 6 7

1 1 0 3 2 5 4 7 6

2 2 3 0 1 6 7 4 5

3 3 2 1 0 7 6 5 4

4 4 5 6 7 0 1 2 3

5 5 4 7 6 1 0 3 2

6 6 7 4 5 2 3 0 1

7 7 6 5 4 3 2 1 0

2.99. Let G be a finite group.

(i) Show that there are an odd number of elements x of G such that

x3 = e.

(ii) Show that there are an even number of elements x of G such that

x2 6= e.

Solution: (i) For each e 6= x ∈ G with x3 = e we have (x2)3 = x6 =

e. Hence x and x2 are elements of order 3 and certainly x 6= x2 = x−1.

This implies every non trivial element x of order 3 gives another ele-

ment x2 of order 3. Hence the set of non-trivial elements of order 3

are paired as (x, x2), (y, y2), · · · and so on. Since identity also satisfies

e3 = e, we get the number of elements satisfying x3 = e is an odd

number.

(ii) For the second part each non-trivial element x such that x2 6= e

gives (x−1)2 6= e and x 6= x−1. So the set of elements satisfying x2 6= e

are the pairs (x, x−1) (y, y−1), · · · . Hence their number is even when G

is a finite group.
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2.100. Let x belong to a group. If x2 6= e while x6 = e, prove that

x4 6= e and x5 6= e. What can we say about the order of x?

Solution: We have x2 6= e and x6 = e. So x4 = x−2. Since x2 6= e

we obtain x−2 6= e. Then we get x4 = x−2 6= e. Now multiplying by x−1

both sides of the equation x6 = e we have x5 = x−1 6= e since x2 6= e

then we have x−1 6= x 6= e. The order of x is either 3 or 6.

2.101. Prove that a group G is abelian if and only if (ab)−1 =

a−1b−1 for all a and b in G.

Solution: a−1b−1 = (ab)−1 = b−1a−1. Now take the inverse of both

sides we obtain ba = ab for all a, b ∈ G. Hence G is abelian. Converse

is clear.

2.102. (i) Show that the set {5, 15, 25, 35} is a group under mul-

tiplication modulo 40.

(ii) What is the identity element of this group?

(iii) Can you see any relationship between this group and U(8) the

group consisting of invertible elements in Z8 ?

Solution: The group table of the multiplication modulo 40 is the

following table.

· 5 15 25 35

5 25 35 5 15

15 35 25 15 5

25 5 15 25 35

35 15 5 35 25

(ii) Observe that 25 is the identity element of the above group.

(iii) The group table of U(8) = {1, 3, 5, 7} is the following table

1 3 5 7

1 1 3 5 7

3 3 1 7 5

5 5 7 1 3

7 7 5 3 1
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Both groups are abelian of order 4 and in both groups every element

x satisfies x2 = e. Hence they are isomorphic to Z2 ⊕ Z2.

2.103. Suppose the table given below is a group table. Fill in the

blank entries.

Solution:

e a b c d

e e - - - -

a - b - - e

b - c d e -

c - d - a b

d - - - - -

To find the entries in the table, we may look at the table as a 5× 5

matrix. First consider the entry x41. Since the table is a group table

each symbol should appear in each row and in each column once. The

the only possibility for x41 is c. Then x43 = e Then the table becomes

e a b c d

e e - - - -

a - b - - e

b - c d e -

c c d e a b

d - - - - -

Since by Lagrange Theorem any group of order 5 is a cyclic group

because every non-trivial element generate the group our group table

must be symmetric with respect to diagonal. Then the table becomes
e a b c d

e e - - c -

a - b c d e

b - c d e -

c c d e a b

d - - - b -

Now x21 = a and the only possibility for x31 = b and for x35 = a
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Now it is easy to complete the table with the above information

using commutativity.

Note: Every symbol should appear at most and at least once in

each row and in each column.

e a b c d

e e a b c d

a a b c d e

b b c d e a

c c d e a b

d d e a b c

2.104. (i) Show that U(14) = 〈3〉 = 〈5〉. (Hence U(14) is cyclic.)

(ii) Is U(14) = 〈11〉?

Solution: U(14) = {1, 3, 5, 9, 11, 13}
3 ≡ 3( mod 14), 32 ≡ 9( mod 14), 33 ≡ 13( mod 14),

34 ≡ 11( mod 14), 35 ≡ 5( mod 14), 36 ≡ 1( mod 14)

Hence U(14) = 〈3〉.
Now we will do similar calculation for 5. Indeed 5 ≡ 5( mod 14), 52 ≡

11( mod 14), 53 ≡ 13( mod 14), 54 ≡ 9( mod 14), 55 ≡ 3(

mod 14), 56 ≡ 1( mod 14).

Hence U(14) = 〈5〉 i.e. U(14) is a cyclic group.

〈11〉 = {1, 11, 9}. So 5 6∈ 〈11〉. Hence 〈11〉 6= U(14)

2.105. Let G = {1,−1, i,−i} be the group of four complex num-

bers under multiplication.

(a) Is {1,−1} a subgroup of G? Why?

(b) Is {1, i} a subgroup of G? Why?

Solution: i) Yes. Since G is a finite group it is enough show

ab ∈ {1,−1}, for all a, b ∈ {1,−1} which is obviously true.

ii) No. Since i2 6∈ {1, i}.

2.106. List the elements of the subgroups 〈20〉 and 〈10〉 in Z30.

Solution: 〈20〉 = {0, 20, 10} and 〈10〉 = {0, 10, 20}
Hence 〈20〉 = 〈10〉 in Z30.
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2.107. List the elements of the subgroups 〈3〉 and 〈15〉 in Z18.

Solution: 〈3〉 = {0, 3, 6, 9, 12, 15}
〈15〉 = {0, 15, 12, 9, 6, 3}
Hence 〈3〉 = 〈15〉 in Z18.

2.108. List the elements of the subgroups 〈3〉 and 〈7〉 in U(20).

Solution: 〈3〉 = {1, 3, 9, 7}
〈7〉 = {1, 7, 9, 3}
Hence 〈3〉 = 〈7〉 in U(20)

2.109. If |a| = n, show that |at| = n
gcd(n,t)

.

Solution: Let |a| = n. Then (at)
n

gcd(n,t) = (an)
t

gcd(n,t) = e as we

know that t
gcd(n,t)

is an integer. If |at| = s, then by above s| n
gcd(n,t)

.

The equality |at| = s, implies that ats = e. This implies that n|ts and

n ≤ ts.

Let k = gcd(n, t). Then gcd( t
k
, n
k
) = 1. Let ts = nm for some

m ∈ Z. Then t
k
s = n

k
m. So t

k
|m as t

k
and n

k
are relatively prime. Hence

by cancelling the t
k

in the above equation we have s = n
k
m1 = n

gcd(n,t)
m1

for some m1 ∈ Z. Then n
gcd(n,t)

|s
So m1 must be 1 and we obtain s = n

gcd(n,t)
= |at|.
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3. RINGS

3.1. If R is a ring and a, b, c, d ∈ R, evaluate (a+ b)(c+ d).

Solution: (a+ b)(c+ d) = a(c+ d) + b(c+ d) by distributive law

= (ac+ ad) + (bc+ bd)

= ac+ ad+ bc+ bd

3.2. Prove that if a, b ∈ R, then (a+ b)2 = a2 +ab+ ba+ b2 where

by x2 we mean xx.

Solution: (a+ b)2 = (a+ b)(a+ b) = a(a+ b) + b(a+ b)

= a2 + ab+ ba+ b2

Note that if R is not a commutative ring ab 6= ba.

3.3. If in a ring R every x ∈ R satisfies x2 = x, prove that R

must be commutative

(A ring in which x2 = x for all elements is called a Boolean ring).

Solution: Let x, y ∈ R. Then (x + y)2 = (x + y)(x + y) = x2 +

xy + yx+ y2

Since x2 = x and y2 = y we have x+ y = x+ xy + yx+ y.

Hence xy = −yx.
But for every x ∈ R
(−x) = (−x)2 = (−x)(−x) = x2 = x.

Hence −yx = yx i.e. we obtain xy = yx.

3.4. Prove that any field is an integral domain.

Solution: Let a 6= 0 and b be two elements in the field F and

ab = 0. Since F is a field and a 6= 0. we have a−1 ∈ F. Hence a−1ab =

a−10 = 0. So we obtain b = 0.

Hence there exists no zero divisor in F.

3.5. If U is an ideal of R and 1 ∈ U, prove that U = R.

Solution: Since for any r ∈ R and u ∈ U, ru ∈ U we have for any

r ∈ R, r1 = r ∈ U. Hence R = U.
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3.6. If F is a field, prove that its only ideals are (0) and F itself.

Solution: Let I be an ideal of a field F. Assume that (0) 6= I and

let 0 6= a ∈ I. Then as F is a field, there exists a−1 ∈ F such that

a−1a = 1. Hence 1 ∈ I. Now by exercise 3.5, I = F. So every non-zero

ideal of F is equal to F.

3.7. If D is an integral domain and if na = 0 for some a 6= 0 in

D and some integer n 6= 0, prove that D is of finite characteristic.

Solution: Let b ∈ D. Consider nab. Since (na) = 0 we have nab =

0. On the other hand nab = nba as integral domain is a commutative

ring. So 0 = nab = nba. But a 6= 0 implies nb = 0 for all b ∈ D.

3.8. D is an integral domain and D is of finite characteristic,

prove that the characteristic of D is a prime number.

Solution: Let a be any non zero element of D. Then a2 6= 0 as

D is an integral domain. Since D is of positive characteristic q, then

qa2 = 0 for all a ∈ D.
If q is a composite number, let p1 be a prime number dividing q and

let q = p1q1.

Now

qa2 = p1q1a
2 = p1aq1a = 0.

since D is integral domain either p1a = 0 or q1a = 0. By exercise 3.7,

either of these equations gives a contradiction to the assumption that

q is the smallest positive integer such that qx = 0 for all x ∈ D. Thus

q is not composite, it is a prime.

3.9. Show that the commutative ring D is an integral domain if

and only if for a, b, c ∈ D with a 6= 0 the relation ab = ac implies that

b = c.

Solution: If D is a commutative ring and a 6= 0, then ab = ac

implies a(b− c) = 0. Since a 6= 0 we obtain b = c

Conversely assume that ab = ac and a 6= 0 implies that b = c.

Assume if possible that a 6= 0 and ab = 0 Then ab = a0 and hence

b = 0
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3.10. If U, V are ideals of R, let U +V = {u+ v | u ∈ U, v ∈ V }.
Prove that U + V is also an ideal.

Solution: Let u1 + v1 and u2 + v2 be two elements of U + V. Then

u1 + v1 − (u2 + v2) = (u1 − u2) + (v1 − v2). Since u1 − u2 ∈ U and

v1 − v2 ∈ V, we have (u1 − u2) + (v1 − v2) ∈ U + V. For any r ∈ R we

have

r(u + v) = ru + rv ∈ U + V as ru ∈ U and rv ∈ V for any

u ∈ U, v ∈ V.
Similarly (u+ v)r = ur + vr ∈ U + V as ur ∈ U and vr ∈ V.

3.11. If U is an ideal of R, let r(U) = {x ∈ R | xu = 0 for all

u ∈ U}
Prove that r(U) is an ideal of R.

Solution: Let x1, x2 ∈ r(U) and let u ∈ U. Then (x1 − x2)u =

x1u− x2u = 0 as x1u = 0 and x2u = 0. Hence x1 − x2 ∈ r(U). Now let

r ∈ R and x ∈ r(U). Then

(rx)u = r(xu) = 0

(xr)u = x(ru) = 0 as U is an ideal, ru ∈ U.
Hence r(U) is an ideal of R.

3.12. If R is a commutative ring and a ∈ R,
a) Show that aR = {ar | r ∈ R} is a two sided ideal of R.

b) Show by an example that this may be false if R is not commuta-

tive.

Solution: a) Clearly 0 ∈ aR so aR is non-empty. For any ax, ay ∈
aR

ax− ay = a(x− y) ∈ aR as x− y ∈ R
Now for any r ∈ R rax = axr as R is commutative. Hence axr ∈ aR.
So aR is a two sided ideal of R.

b) Consider the ring R of 2× 2 matrices over real numbers.[
1 0

0 0

]
R = {

[
1 0

0 0

][
x y

z t

]
| x, y ∈ R}

= {

[
x y

0 0

]
| x, y ∈ R}
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this is not a two sided ideal as[
x y

z t

][
1 0

0 0

]
=

[
x 0

z 0

]
/∈

[
1 0

0 0

]
R

for any z 6= 0.

3.13. If R is a ring with unit element 1 and φ is a homomorphism

of R into an integral domain R′ such that kernel of φ is different from

R, prove that φ(1) is the unit element of R′.

Solution: Observe first that if φ(1) = 0, then for any element

a ∈ R we have φ(a) = φ(a.1) = φ(a)φ(1) = 0. But by assumption we

have kerφ 6= R so we obtain φ(1) 6= 0. Then for any y ∈ R′ we have

φ(1)y = φ(1.1)y = φ(1)φ(1)y. Then we have φ(1)y = φ(1)φ(1)y and so

φ(1)(y − φ(1)y) = 0. Since R′ is an integral domain and φ(1) 6= 0 we

obtain φ(1)y = y for all y ∈ R′. Hence φ(1) is an identity element of

R′.

3.14. If R is a ring with identity the element 1 and φ is a ho-

momorphism of R onto R′, then prove that φ(1) is the unit element of

R′.

Solution: Since φ is onto for any w ∈ R′ there exists x ∈ R such

that φ(x) = w.

Now

φ(x) = φ(1x) = φ(1)φ(x) = φ(x)φ(1)

so w = φ(1)w = wφ(1) for any w ∈ R′.
Hence φ(1) is the multiplicative identity element of R′.

3.15. Prove that any homomorphism of a field is either a monomor-

phism or takes each element into 0.

Solution: Let F be a field and α be a homomorphism of F to F.

Assume that α is a non-zero homomorphism. If α(a) = 0 for some

a ∈ F, then α(1) = α(aa−1) = α(a)α(a−1) = 0. Then for any b ∈ F,
α(b) = α(1)α(b) = 0.

But this is impossible as α is a non-zero map. Therefore α is a one

to one homomorphism.(See also exercise 3.6.)

3.16. If U is an ideal of R, let [R : U ] = {x ∈ R | rx ∈ U for all

r ∈ R}. Prove that [R : U ] is an ideal of R and that it contains U.
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Solution: [R : U ] = {x ∈ R | rx ∈ U for all r ∈ R}
Let x, y ∈ [R : U ] so for any r ∈ R, rx ∈ U and ry ∈ U. Then

r(x − y) = rx − ry ∈ U as U is an ideal. So x − y ∈ [R : U ]. Now for

any s ∈ R, and any x ∈ [R : U ], r(sx) ∈ U for any r ∈ R as sx ∈ U
and U is an ideal. Thus sx ∈ [R : U ]. Similarly (rx)s = r(xs) ∈ U for

any r ∈ R, i.e. xs ∈ [R : U ] for any s ∈ R.

3.17. Let R be a ring with unit element, R not necessarily com-

mutative, such that the only right ideals of R are (0) and R. Prove that

R is a division ring.

Solution: Now consider aR for any a 6= 0. aR = {ar|r ∈ R} is

a right ideal of R. Indeed if ar1 and ar2 be two elements in aR, then

ar1 − ar2 = a(r1 − r2) ∈ aR. Moreover for any r ∈ R and ax ∈ aR,

(ax)r = axr ∈ aR. Hence aR is a right ideal and aR 6= {0} as a ∈ aR.
Hence aR = R, this means that there exists y ∈ R such that ay = 1.

But then for every a 6= 0 there exists y ∈ R such that ay = 1. Now

consider ya = y(ay)a. So ya = (ya)(ya) = (ya)2. Since there exists

t ∈ R such that (ya)t = 1, we get yat = (ya)2t, 1 = ya as required.

3.18. If U, V are ideals of R let UV be the set of all elements that

can be written as finite sums of elements of the form uv where u ∈ U
and v ∈ V. Prove that UV is an ideal of R.

Solution:

UV = { u1v1 + u2v2 + · · ·+ unvn | ui ∈ U, vi ∈ V i = 1, . . . , n, n ∈ N }

Let x = u1v1 + · · ·+ unvn, where ui ∈ U, vi ∈ V and let

y = t1s1 + · · ·+ tmsm, where ti ∈ U, si ∈ V. Then

x− y = u1v1 + · · ·+ unvn − t1s1 − t2s2 · · · − tmsm. Hence x− y ∈ UV.
Moreover for any r ∈ R and any x ∈ UV.

rx = ru1v1 + ru2v2 + · · · + runvn ∈ UV, since U is an ideal and so

rui ∈ U, similarly xr = u1v1r1 + · · · + unvnrn ∈ UV. Now we use V is

an ideal to conclude that xv ∈ UV. Hence UV is an ideal of R.

In questions 3.19, 3.20, 3.21, 3.22. Let D be an integral domain

and define a relation ′′ ∼′′ on D×D such that b 6= 0 and d 6= 0 (a, b) ∼
(c, d) if and only if ad = bc.
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Let F be the set of equivalence classes [a, b], (a, b) ∈ D ×D, b 6= 0.

The equivalence class [ax, x] for some x 6= 0 is denoted by [a, 1]. The

product and addition of [a, c] and [b, d] is defined by [a, b][c, d] := [ac, bd]

and [a, b] + [c, d] := [ad+ bc, bd] respectively.

3.19. Prove that if [a, b] = [a′, b′] and [c, d] = [c′, d′], then [a, b][c, d] =

[a′, b′][c′, d′].

Solution: The equivalence classes [a, b] = [a′, b′] implies that ab′ =

ba′ and [c, d] = [c′, d′] implies that cd′ = dc′. In order to show that

[a, b][c, d] = [a′, b′][c′, d′] we need to show that [ac, bd] = [a′c′, b′d′] equiv-

alently, acb′d′ = bda′c′. So let’s start from the left hand side.

acb′d′ = ab′cd′ by commutativity

= ba′cd′

= ba′dc′

= bda′c′

by commutativity. This is the required equality.

3.20. Prove that if [a, b] = [a′, b′] and [c, d] = [c′, d′], then [a, b] +

[c, d] = [a′, b′] + [c′, d′].

Solution: The equivalence classes [a, b] = [a′, b′] implies that ab′ =

ba′ and similarly [c, d] = [c′, d′] implies that cd′ = dc′.

To show that [a, b] + [c, d] = [a′, b′] + [c′, d′] we need to show that

[ad+ bc, bd] = [a′d′ + b′c′, b′d′].

Equivalently

(ad+ bc)b′d′ = (a′d′ + b′c′)bd if and only if

adb′d′ + bcb′d′ = a′d′bd+ b′c′bd. We start from the left hand side

adb′d′ + bcb′d′ = ab′dd′ + bb′cd′

= a′bdd′ + bb′dc′

= a′d′bd+ b′c′bd



EXERCISES AND SOLUTIONS IN GROUPS RINGS AND FIELDS 61

as required.

3.21. Prove the distributivity law in F.

Solution: Let X = [a, b], Y = [c, d] and Z = [e, f ] in F. Then

(X + Y )Z = ([a, b] + [c, d])([e, f ])

= [ad+ bc, bd][e, f ]

= [(ad+ bc)e, bdf ] by distributivity in D

= [ade+ bce, bdf ]

XZ + Y Z = [a, b][e, f ] + [c, d][e, f ]

= [ae, bf ] + [ce, df ]

= [aedf + bfce, bfdf ]

But [ade+bce, bdf ] = [aedf+bfce, bfdf ] equivalently (ade+bce)bfdf =

(bdf)(aedf + bfce)

adebfdf + bcebfdf = bdfaedf + bdfbfce. Hence (X + Y )Z = XZ +

Y Z.

3.22. Prove that the mapping φ : D → F defined by φ(a) = [a, 1]

is a monomorphism of D to F.

Solution: The function φ : D → F.

φ(a) = [a, 1]

φ(ab) = [ab, 1] = [abx2, x2] = [ax(bx), x2] = [ax, x][bx, x] = [a, 1][b, 1]

= φ(a)φ(b)

φ(a+ b) = [a+ b, 1] = [a, 1] + [b, 1]

= φ(a) + φ(b).

Kφ = { a ∈ D | φ(a) = [0, 1] }

a ∈ Kφ if and only if [a, 1] = [ax, x] = [0, 1] = [0y, y] if and only if

axy = 0yx = 0. Since x 6= 0 6= y and D is an integral domain we

have a = 0. So Kφ = {0} and φ is a monomorphism.



62 M. KUZUCUOĞLU

3.23. Let Z be the ring of integers, p a prime number and (p) the

ideal of Z consisting of all multiples of p. Prove

a) Z/(p) is isomorphic to Zp the ring of integers mod p.

b) Prove that Zp is a field. (Hint: use (p) is a maximal ideal and

Z is a commutative ring with unit element.)

Solution: a) Define a homomorphism ϕ : Z → Zp by ϕ(a) = a

(mod p). It is easy to check that this is a ring homomorphism, which

is onto.

Ker(ϕ) = {a ∈ Z | a ≡ 0 (mod p) }
= {a ∈ Z | a = kp for some k ∈ Z}
= (p)

This implies by the isomorphism theorem that Z/(p) ∼= Zp

b) Since Z is an integral domain, it is enough to show that (p) is a

maximal ideal (which implies that Z/(p) is a field).

Assume that I is another ideal of Z such that I 6= (p) and (p) ⊂ I.

Then there exists a ∈ I \ (p). Since p is prime and p does not divide

a, the greatest common divisor (a, p) = 1. Therefore 1 = ax + py for

some x, y ∈ Z. Thus 1 ∈ I, since ax, py ∈ I, i.e. I = Z.

Hence (p) is maximal and Z/(p) is a field.

3.24. Prove that the units in a commutative ring with unit element

form an abelian group.

Solution: Let x and y be units in R. Then there exists x−1 and

y−1 ∈ R such that xx−1 = x−1x = 1 and yy−1 = y−1y = 1.

Now (xy)(y−1x−1) = x(yy−1)x−1 = xx−1 = 1 and (y−1x−1)(xy) =

y−1(x−1x)y = y−1y = 1.

Hence xy is invertible. Since (x−1)−1 = x the element x−1 is also a

unit. So the set of all units in R is closed with respect to the multipli-

cation in R and taking inverses.

Since the associativity is inherited from the ring axioms, the set of

units in R is a group with respect to the multiplication in R.

Since the ring is commutative, the group is also commutative.
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3.25. Prove that if K is any field which contains an integral domain

D, then K contains a subfield isomorphic to the field F of the fractions

of D. (In this sense F is the smallest field containing D).

Solution: Let F be the field of fractions of the integral domain

D. Let K be any field containing D. Every element in D is contained

in K and has an inverse in K. Define a map

ϕ : F → K.

[a, b]→ ab−1 since a ∈ D, 0 6= b ∈ D and K is a field b−1 ∈ K and

the product ab−1 ∈ K.
ϕ is well defined. Indeed

[a, b] = [c, d], then ad = bc and hence ab−1 = cd−1 i.e. ϕ([a, b]) =

ϕ([c, d]). Moreover

ϕ([a, b][c, d]) = ϕ([ac, bd]) = (ac)(bd)−1 = (ab−1)(cd−1) = ϕ([a, b])

ϕ([c, d]) and

ϕ([a, b]+ [c, d]) = ϕ([ad+ bc, bd]) = (ad+ bc)(bd)−1 = ab−1 + cd−1 =

ϕ([a, b]) + ϕ([c, d]). For the kernel of the map ϕ we have

Kϕ = { [a, b] | ab−1 = 0 } = [0, b]

Hence K contains subfield ϕ(F ) which is isomorphic to F.

3.26. Let D be an integral domain, a, b ∈ D. Suppose that an = bn

and am = bm for two relatively prime positive integers m and n. Prove

that a = b.

Solution: We may embed the integral domain into a field.

If a is zero then b must be zero.

Assume that a is non-zero then a has inverse in the field. Since m

and n are relatively prime there exists

x and y in Z such that mx+ ny = 1. Since one of the integers may

be negative we may need to use the fact that we can embed D into its

field of fractions. Then

a = amx+ny = amxany = bmxbny = bmx+ny = b as required.

Remark: The above equation makes sense in the field but does

not make sense in the domain as the negative power of an element does

not make sense in D.

3.27. Let R be a ring, possibly non commutative, in which xy = 0

implies x = 0 or y = 0. If a, b ∈ R and an = bn and am = bm for two

relatively prime positive integers m and n, prove that a = b.
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Solution: (m,n) = 1, implies that, there exists u, k ∈ Z such that

mu+nk = 1. Since m,n ≥ 0 either u ≥ 0 or k ≥ 0. Assume that u > 0.

Then mu− nk = 1 where k > 0. Hence mu = nk + 1. Now, let

amu = (am)u = (bm)u = bmu

bnk+1 = amu = ank+1 = aank = a(an)k = a(bn)k = abnk.

Hence

bbnk = abnk implies that (b − a)bnk = 0. Then either bnk = 0 or

b = a. The first possibility bnk = 0 is impossible if b 6= 0. One can see

this easily that, if t is the smallest positive integer such that bt−1 6= 0,

but bt = 0, then 0 = bt = bt−1.b 6= 0. This implies that the assumption

bt = 0 is impossible, whenever b 6= 0. Hence b = a.

(In the above solution we assume u > 0, if k > 0, then we can

continue the solution by changing the symbols u and k, in the above

solution.)

3.28. In a commutative ring with unit element, prove that the

relation ”a is an associate of b” is an equivalence relation.

Solution: a ∼ b if and only if a is associate of b.

(1) a ∼ a as a = 1a.

(2) a ∼ b, then b = ua for some unit u. Then a = u−1b. Hence

b ∼ a.

(3) a ∼ b and b ∼ c, then there exist units u and v such that b = ua

and c = vb

Now c = vb = vua since product of two units in a commutative

ring is again a unit, we have vu unit and so a ∼ c

3.29. Prove that if an ideal U of a ring R contains a unit of R,

then U = R.

Solution: Let U be an ideal of R and x be a unit in U. Then the

exists y ∈ R such that xy = 1R ∈ U. This implies U = R as for any

r ∈ R r1R = r ∈ U.

3.30. Prove that in a Euclidean ring, the greatest common divisor

(a, b) can be found as follows:



EXERCISES AND SOLUTIONS IN GROUPS RINGS AND FIELDS 65

b = q0a+ r1 where d(r1) < d(a)

a = q1r1 + r2 where d(r2) < d(r1)

r1 = q2r2 + r3 where d(r3) < d(r2)

r2 = q3r3 + r4 where d(r4) < d(r3)

...

rn−2 = qn−1 + rn−1 + rn

rn−1 = qnrn

and rn = (a, b)

Solution: First we show that rn divides a and b.Indeed

rn−1 = qnrn
rn−2 = qn−1rn−1 + rn substitute rn−1 = qnrn, hence rn divides rn−1.

rn−2 = qn−1qnrn + rn = (qn−1qn + 1)rn
Hence rn divides rn − 2

rn−3 = qn−2rr−2 + rn−1 = qn−2(qn−1qn+1)rn + qnrn
Hence rn divides rn−3 = (qn−2(qn−1qn+1) + qn)rn going up like this

we reach a and b. Hence rn divides a and b.

Assume there exists t in the Euclidean ring which divides both a

and b

b = q0a+ r1 the assumption t divides b and a implies that t divides

b− q0a, hence t divides r1. As a = p1r1 + r2 we have t divides a, and t

divides r1 implies that t divides a− q1r1 = r2. Continuing like this, we

show from the equation rn−2 = qn−1rn−1 + rn that t divides rn.

3.31. Find the greatest common divisor of the following polyno-

mials over F, the field of rational numbers.

a) x2 + x− 2 and x5 − x4 − 10x3 + 10x2 + 9x− 9

b) x2 + 1 and x6 + x3 + x+ 1.

Solution: a) x5 − x4 − 10x3 + 10x2 + 9x − 9 = (x3 − 2x2 − 6x +

12)(x2 + x− 2) + (−15x+ 15) and

x2 + x− 2 = (−15x+ 15)(− 1
15
x− 2

15
).
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Hence −15x+ 15 is a greatest common divisor of x5 − x4 − 10x3 +

10x2 + 9x− 9 and x2 +x− 2. Since any associate of a greatest common

divisor is again a greatest common divisor we may say that x − 1 is

also o greatest common divisor of the above polynomials.

b) x6+x3+x+1 = (x4−x2+x+1)(x2+1). Hence greatest common

divisor is x2 + 1.

3.32. Prove that

(a) x2 + x+ 1 is irreducible over F, the field of integers mod 2.

(b) x2 + 1 is irreducible over the integers mod 7.

(c) x3 − 9 is irreducible over the integers mod 31.

(d) x3 − 9 is reducible over the integers mod 11.

Solution: In this question all the polynomials are either of degree

2 or 3. Therefore if it is reducible, then one of the factors should be

linear i.e. this polynomial has a root in the given field. Hence it is

enough to check whether the given polynomial has a root in this field

or not.

a) f(x) = x2 + x+ 1 where F has two elements 0 and 1.

f(0) = 1 (mod 2)

f(1) = 1 (mod 2). Hence f(x) is irreducible.

b) f(x) = x2 + 1 where F = Z7.

f(0) = 1, f(1) = 2, f(2) = 5, f(3) = 3, f(4) = 3

f(5) = 5, f(6) = 2.

Hence f(x) has no root in Z7.

c) f(x) = x3 − 9, f(0) = −9, f(1) = −8, f(2) = −1, f(3) = 18,

f(4) = 24, f(5) = 23, f(6) = 21, f(7) = 24.

f(8) = 7, f(9) = 7, f(10) = 30, f(11) = 21, f(12) = 14.

f(13) = 18, f(14) = 7, f(15) = 18, f(16) = 26.

f(17) = 6, f(18) = 26, f(19) = 30, f(20) = 24, f(21) = 14.

f(22) = 6, f(23) = 6, f(24) = 20, f(25) = 23, f(26) = 21.
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f(27) = 20, f(28) = 26, f(29) = 14, f(30) = 21.

d) f(x) = x3 − 9 F = Z11

f(0) = 2, f(1) = 3, f(2) = 10, f(3) = 7, f(4) = 0

f(5) = 6, f(6) = 9, f(7) = 4, f(8) = 9, f(9) = 5, f(10) = 1.

x3 − 9 = (x− 4)(x2 + 4x+ 5)

3.33. Let F be the field of real numbers. Prove that F [x]/〈(x2+1)〉
is a field isomorphic to the field of complex numbers.

Solution: x2 + 1 is irreducible polynomial in F [x]. Hence the ideal

generated by

x2 + 1 is a maximal ideal in F [x]. Since F [x] is a commutative ring

with unit element F [x]/ 〈(x2 + 1)〉 is a field. Moreover every element

in F [x]/ 〈(x2 + 1)〉 can be written in the form: a0 + a1x + 〈(x2 + 1)〉
for some a0, a1 ∈ F : Any element of F [x]/ 〈(x2 + 1)〉 is of the form

f(x) + 〈(x2 + 1)〉 for some f(x) ∈ F [x]. Using the division algorithm

we can write f(x) = g(x)(x2 + 1) + h(x), g(x), h(x) ∈ F [x] and either

h(x) = 0 or deg h(x) ≤ 1. We obtain f(x) + 〈(x2 + 1)〉 = g(x)(x2 +

1) + h(x) + 〈(x2 + 1)〉 = h(x) + 〈(x2 + 1)〉 where deg (h(x)) ≤ 1.

Hence every element of F [x]/ 〈(x2 + 1)〉 is of the form a0 + a1x +

〈(x2 + 1)〉 . Then

F [x]/〈(x2 + 1)〉 = {a0 + a1x+ 〈(x2 + 1)〉 | a0, a1 ∈ R }.
Let x + 〈(x2 + 1)〉 = t, 1 + 〈(x2 + 1)〉 = 1. Observe that 1 +

〈(x2 + 1)〉 is the multiplicative identity of F [x]/ 〈(x2 + 1)〉, so this

notation is not misleading.)

t2 = x2+〈(x2 + 1)〉 = x2+1−1+〈(x2 + 1)〉 = −1+〈(x2 + 1)〉 = −1

every element can be written uniquely of the form F [x]/ 〈(x2 + 1)〉 =

{a0 +a1t | a0, a1 ∈ R, t2 = −1} addition and multiplication is defined

as

(a+ bt) + (c+ dt) = (a+ c) + (b+ d)t

(a+ bt)(c+ dt) = (ac− bd) + (ad+ bc)t

Define a homomorphism

ϕ : C→ F [x]/ 〈(x2 + 1)〉
a+ bi→ a+ bt.
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(a+ bi) + (c+ di) = (a+ c) + (b+ d)i

ϕ(a+ bi) + (c+ di)) = ϕ(a+ c) + (b+ d)i) = a+ c+ (b+ d)t

= a+ bt+ c+ dt

= ϕ(a+ bi) + ϕ(c+ di)

ϕ(a+ bi)(c+ di) = ϕ((ac− ba) + (ad+ bc)i)

= (ac− bd) + (ad+ bc)t

= (a+ bt)(c+ dt)

= ϕ(a+ bi)ϕ(c+ di)

Ker(ϕ) = {a+ bi ∈ C | ϕ(a+ bi) = a+ bt = 0} = {0} :

By the uniqueness of the writing in F [x]/ 〈(x2 + 1)〉 we have

a+ bt = 0 if and only if a = 0 and b = 0. Hence Ker( ϕ) = {0}
ϕ is onto as for any a+bt ∈ F [x]/ 〈(x2 + 1)〉 , there exists a+bi ∈ C

such that ϕ(a+ bi) = a+ bt. Hence ϕ is an isomorphism.

3.34. If f(x) is in F [x], where F is the field of integers mod p, p a

prime, and f(x) is irreducible over F of degree n, prove that F [x]/〈f(x)〉
is a field with pn elements.

Solution: The polynomial f(x) is irreducible implies that the ideal

generated by f(x) is a maximal ideal and hence F [x]/〈f(x)〉 is a field.

Since f(x) has degree n, for any g(x) ∈ F [x] we have

g(x) = f(x)h(x) + r(x) where r(x) = 0 or deg r(x) < deg f(x). By

using similar methods we have

F [x]/ 〈f(x)〉 = {a0 + a1x + · · · + an−1x
n−1 + 〈f(x) 〉 | ai ∈ Zp}

every element can be written uniquely in this form. Now it is easy to

see that F [x]/ 〈f(x)〉 has pn elements.

3.35. Prove that the polynomial 1 + x + · · · + xp−1 where p is a

prime number, is irreducible over the field of rational numbers.

Hint: Consider the polynomial

1 + (x+ 1) + (x+ 1)2 + · · ·+ (x+ 1)p−1
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Solution: First observe that f(x) = 1 +x+ · · ·+xp−1 reducible, if

and only if g(x) = 1 + (x+ 1) + · · ·+ (x+ 1)p−1 = f(x+ 1) is reducible.

1 + (x+ 1) + · · ·+ (x+ 1)p−1 =
(x+ 1)p − 1

(x+ 1)− 1

( in the field of fractions of F [x] ).

(x+1)p−1
x

=

xp+

 p

1

xp−1+

 p

2

xp−2+···+

 p

p− 1

x
x

= xp−1 +

(
p

1

)
xp−2 +

(
p

2

)
xp−3 + · · ·+

(
p

p− 1

)
(
p

p− 1

)
= p. The constant term of f(x + 1) is p and is not di-

visible by p2, also p does not divide the leading coefficient of this poly-

nomial but divides each of the remaining coefficients. By Eisenstein

Criterion the polynomial 1 + x + · · · + xp−1 is an irreducible polyno-

mial.

3.36. If R is an integral domain, prove that for f(x), g(x) in R[x]

deg(f(x)g(x)) = deg(f(x)) + deg(g(x))

Solution: Let f(x) = anx
n + an−1x

n−1 + · · · + a0 and g(x) =

bmx
m+bm−1x

m−1 + · · ·+b0 where an 6= 0 and bm 6= 0. Then f(x)g(x) =

anbmx
n+m + · · ·+ a0b0

Since R is an integral domain and an and bm are non-zero we have

anbm 6= 0. Hence

n+m = deg(f(x)g(x)) = deg f(x) + deg(g(x))

= n+m

3.37. If R is an integral domain with unit element, prove that any

unit in R[x] must already be a unit in R.

Solution: Let f(x) = anx
n + · · ·+ a1x+ a0 ∈ R[x] and let g(x) =

bmx
m + · · · + b1x + b0 ∈ R[x] be the inverse of f(x) in R[x]. We need

to show that f(x) ∈ R.
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This is equivalent to say that deg f(x) = 0. Since deg(f(x)g(x)) =

deg 1 = 0 But by question 3.36 in an integral domain

deg(f(x)g(x)) = deg f(x) + deg g(x).

Since deg f(x), deg g(x) ≥ 0 we have deg f(x) = 0 and deg g(x) = 0.

Hence f(x) ∈ R and g(x) ∈ R.

3.38. Prove that R[x] is a commutative ring with an identity

element whenever R is.

Solution: Let R be a commutative ring with an identity element

and f(x) and g(x) be two elements in R[x] say f(x) = anx
n + · · · +

a1x+ a0 and g(x) = bmx
m + · · ·+ b1x+ b0. Then

f(x)g(x) = anbmx
n+m + (anbm−1 + an−1bm)xn+m−1 + · · · + (a1b0 +

a0b1)x+ a0b0. since R is commutative we have

= bmanx
n+m+(bm−1an+bman−1)x

n+m−1 + · · ·+(b0a1 +b1a0)x+b0a0

= g(x)f(x)

Let 1 be the identity element of R. Then for any f(x) ∈ R[x] f(x) ·
1 = 1 · f(x) = f(x). Hence 1 is also the unit element in R[x].

3.39. If R is a commutative ring, let N = {x ∈ R | xn = 0 for

some integer n }
Prove:

a) N is an ideal of R.

b) In R = R/N if (x)m = 0 for some m, then x = 0.

Solution: Let N = {x ∈ R|xn = 0 for some integer n }
Observe that n cannot be a negative integer because in order to talk

negative power, x must be an invertible element, but if (x−1)n = x−n =

0, then multiplying by xn+1 we obtain that x = 0 which is impossible

since x is invertible (i.e. zero and has an inverse is impossible).

Let x, y ∈ N. Then there exists n,m > 0 such that xn = 0, ym = 0.

SinceR is a commutative ring (x−y)n+m =
∑n+m

i=0 (−1)i

(
n+m

i

)
xn+m−iyi

= xn+m−

(
n+m

1

)
xn+m−1y+· · ·+(−1)m

(
n+m

m

)
xnym+(−1)m+1

(
n+m

m+ 1

)

xn−1ym+1 + · · ·+ (−1)n+myn+m

all powers xn+j = 0, j = 0 · · ·m and all powers ym+k = 0, k = 0, · · ·n.
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So we obtain (x− y)n+m = 0 i.e. x− y ∈ N
For any r ∈ R, x ∈ N we have (rx)n = rnxn = 0 since xn = 0.

Hence rx ∈ N. As R is a commutative ring rx = xr ∈ N. Hence N is

an ideal of R.

b) By (a) R = R/N is a ring. Let x ∈ R. Then (x)m = 0 implies

xm ∈ N, but this implies there exists, n, such that (xm)n = xmn = 0.

Therefore x ∈ N i.e. x = 0.

3.40. If A and B are ideals in a ring R such that A ∩ B = (0),

prove that for every a ∈ A, b ∈ B, ab = 0.

Solution: Let a ∈ A and b ∈ B. Then

ab ∈ A as A is an ideal

ab ∈ B as B is an ideal

Hence ab ∈ A ∩B = {0}

3.41. Find all c ∈ Z3 such that Z3[x]/〈x3 + cx2 + 1〉 is a field.

Solution: Z3[x]/〈x3 + cx2 + 1〉 is a field if and only if the ideal

generated by x3 + cx2 + 1 is maximal ideal if and only if x3 + cx2 + 1

is irreducible in Z3[x]. Let f(x) = x3 + cx2 + 1 since f(x) has degree

3, if f(x) is reducible then one of the factor should have degree one i.e

f(x) should have a root in Z3.

f(0) = 1 6= 0 ( mod 3)

f(1) = 2 + c

f(2) = 9 + c ≡ c ( mod 3)

So, if c 6≡ 0 and c 6≡ 1 in Z3, then f(x) is irreducible. So for c ≡ 2,

f(x) is irreducible.

3.42. Show that if F is a field, then 〈(x)〉 is a maximal ideal in

F [x], but it is not the only maximal ideal.

Solution: Let F be a field. Define a map ψ from F [x] to F such

that

ψ(anx
n + · · ·+ a1x+ a0) = a0

ψ is a ring homomorphism

Let f(x) = anx
n + · · ·+ a1x+ a0 and g(x) = bmx

m + · · ·+ b1x+ b0.

Then ψ(f(x) + g(x)) = ψ(f(x)) + ψ(g(x)) = a0 + b0
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ψ(f(x)g(x)) = ψ(f(x))ψ(g(x)) = a0b0.

Kerψ = {f(x) ∈ F [x] | ψ(f(x)) = 0}
= The set of all polynomials with constant term zero.

= 〈(x)〉.
Since F [x]/〈(x)〉 ∼= F we see that 〈(x)〉 is a maximal ideal. But

〈(x)〉 is not the only maximal ideal because every ideal generated by

an irreducible polynomial is a maximal ideal, for example the ideal

〈(x+ a)〉 is also maximal for all a ∈ F.

3.43. Let R be a ring containing Z as a subring. Prove that if

integers m,n are contained in a proper ideal of R, then they have a

common factor > 1.

Solution: Let R be a ring containing Z as a subring. Let I be a

proper ideal of R and m,n ∈ I. Assume if possible that m and n do not

have a common factor greater than 1. Then they are relatively prime.

Hence there exist x, y ∈ Z such that xm + ny = 1. Since n,m ∈ I we

have xm and ny ∈ I. But this implies 1 ∈ I, which is a contradiction,

since I is a proper ideal.

3.44. Let R be a commutative ring; an ideal P of R is said to be

a prime ideal of R if ab ∈ P, for a, b ∈ R implies that a ∈ P or b ∈ P.
Prove that P is a prime ideal of R if and only if R/P is an integral

domain.

Solution: Assume that P is a prime ideal and consider R/P. Let

a+ P and b+ P be two elements in R/P and (a+ P )(b+ P ) = P i.e.

ab+P = P. This implies ab ∈ P, then either a ∈ P or b ∈ P. Therefore

either a+ P = P or b+ P = P. Hence R/P is an integral domain.

Conversely assume that R/P is an integral domain and ab ∈ P.

Then (a + P )(b + P ) = ab + P = P. Since R/P is an integral domain

either a+ P = P or b+ P = P. Hence either a ∈ P or b ∈ P.

3.45. Let R be a commutative ring with unit element; prove that

every maximal ideal of R is a prime ideal.

Solution: Let R be a commutative ring with unit element and

let M be a maximal ideal. Then R/M is a field in particular it is an

integral domain. Hence by question 3.44 M is a prime ideal.



EXERCISES AND SOLUTIONS IN GROUPS RINGS AND FIELDS 73

3.46. Give an example of a ring in which some prime ideal is not

a maximal ideal.

Solution: Let R = Z + Z be the direct sum of the ring of integers.

Let I = 0 + Z be an ideal of R. Now R/I is a prime ideal since R/I is

isomorphic to Z which is an integral domain. But I is not a maximal

ideal since R/I is isomorphic to Z. Since Z is not a field we obtain I

is not a maximal ideal.

An integral domain R is said to be a Euclidean ring if for every

a 6= 0 in R there is defined a non-negative integer d(a) such that

(1) For all a, b ∈ R both non-zero, d(a) ≤ d(ab).

(2) For any a, b ∈ R both non-zero, there exists t, r ∈ R such that

a = tb+ r where either r = 0 or d(r) < d(b).

3.47. Prove that a necessary and sufficient condition that the

element a in the Euclidean ring be a unit is that d(a) = d(1).

Solution: Assume that a is a unit then there exist b ∈ R such

that ab = ba = 1. Since R is a Euclidean ring for any a ∈ R, we

have d(a) ≤ d(ab) = d(1). Conversely d(1) ≤ d(1a) = d(a) Hence

d(a) = d(1).

Now assume that d(a) = d(1). Since 1 and a are elements of R

there exists b, r ∈ R such that 1 = ab + r where d(r) < d(a) or r = 0.

So either r = 0 or d(r) < d(a) = d(1) . But d(1) ≤ d(r). Hence we

must have r = 0, this implies that 1 = ab and a is a unit as R is a

commutative ring ab = ba = 1.

3.48. Let R be a commutative ring and suppose that A is an ideal

of R. Let N(A) = {x ∈ R | xn ∈ A for some n}. Prove

(a) N(A) is an ideal of R which contains A.

(b) N(N(A)) = N(A).

The ideal N(A) is often called the radical of A.

Solution: (a) Let x and y be two elements of N(A). Then there

exists n and m such that xn ∈ A and ym ∈ A. Consider (x − y)n+m.

Since R is a commutative ring we have

(x− y)n+m =
n+m∑
i=0

(
n+m

i

)
(−1)ixn+m−iyi
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= xn+m +

(
n+m

1

)
(−1)1xn+m−1y + · · ·+

(
n+m

m

)

(−1)mxnym + · · ·+

(
n+m

n+m

)
(−1)n+myn+m.

xn ∈ A and A is an ideal implies xnyi ∈ A for all i and by the same

property ym ∈ A implies xjym ∈ A. Since A is an ideal the sum of the

elements in A is again in A. Hence x− y ∈ N(A).

Let r be any element in R. Then (rx)n = rnxn ∈ A as xn ∈ A and

A is an ideal.

Therefore N(A) is an ideal of R. For any a ∈ A, a1 ∈ A. Hence

N(A) ⊇ A.

(b) It is clear that N(A) ⊆ N(N(A)). Let x ∈ N(N(A)). Then

there exists n such that xn ∈ N(A). Then there exists m such that

xnm ∈ A. Hence x ∈ N(A). i.e. N(N(A)) ⊆ N(A). Therefore we have

the equality.

3.49. If R is a ring, let Z(R) = {x ∈ R | xy = yx all y ∈ R}.
Prove that Z(R) is a subring of R.

Solution: Clearly 0 ∈ Z(R), so Z(R) 6= ∅. Let x, y ∈ Z(R) and

let r ∈ R.
(x− y)r = xr − yr. Since x and y are in the center this is equal to

rx − ry = r(x − y). So x − y ∈ Z(R). Now (xy)r = x(yr) = x(ry) =

(xr)y = r(xy) for all r ∈ R.
Hence xy ∈ Z(R).

3.50. If R is a division ring, prove that Z(R) is a field.

Solution: We have shown in question 3.49 that Z(R) is a subring

of R. It is clear that Z(R) is a commutative ring. So it is enough to

show that every non-zero element in Z(R) has an inverse in Z(R).

But this follows from the given fact that R is a division ring. Hence

every non-zero element in R has an inverse in R. We show if 0 6= x ∈
Z(R), then x−1 is also in Z(R). For any r ∈ R we have xr = rx. Since

x−1 exists for any r ∈ R we multiply this equation from left and right

by x−1. We have rx−1 = x−1r. Hence x−1 ∈ Z(R).
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3.51. Find a polynomial of degree 3 irreducible over the ring of

integers, Z3, mod 3. Use it to construct a field having 27 elements.

Solution: f(x) = x3 +x2 + 2 is an irreducible polynomial in Z3[x].

Since f(x) is of degree 3, if f(x) is reducible, then one of the factors

must be of degree 1. This implies that f(x) has a root in Z3. But

f(0) = 2

f(1) = 1

f(2) = 1

Let I = 〈(x3 +x2 +2)〉 be an ideal of Z3[x]. Since f(x) is irreducible

I is a maximal ideal in Z3[x] and hence Z3[x]/I is a field. Every element

in Z3[x]/I can be written uniquely in the form a0 + a1x+ a2x
2 + I, for

some a0, a1, a2 ∈ Z3. Now it is easy to see that there are 27 elements

in this form.

3.52. Construct a field having 625 elements.

Solution: All we need to find is an irreducible polynomial f(x) of

degree 4 over Z5 and as in question 3.51 the field Z5[x]/〈f(x)〉 will be a

field with 625 elements. Existence of such a polynomial is well known

as for any prime power, there exists a unique (up to isomorphism) finite

field of that given prime power order.

3.53. Prove that the polynomial f(x) = 1 + x + x3 + x4 is not

irreducible over any field F.

Solution: f(x) = 1+x+x3+x4 is not irreducible because f(−1) =

1− 1− 1 + 1 = 0. Hence x+ 1 is a factor of 1 +x+x3 +x4 in any F [x],

for any field F.

3.54. Prove that the polynomial f(x) = x4 + 2x + 2 is irreducible

over the field of rational numbers.

Solution: f(x) = x4 + 2x+ 2 is irreducible by Eisenstein criterion.

3.55. Prove that any nonzero ideal in the Gaussian integers Z[i]

must contain some positive integer.

Solution: Let I be a non zero ideal in Z[i] and let m + ni ∈ I

for some m,n ∈ Z. Since I is an ideal (m + ni)(m − ni) ∈ I. Hence

m2 +n2 ∈ I and m2 +n2 ∈ Z and positive as either m or n is nonzero.
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3.56. In a Euclidean ring prove that any two greatest common

divisors of a and b are associates.

Solution: Assume that d1 and d2 are greatest common divisors of a

and b. Since d1 is a greatest common divisor and d2 divides both a and

b, d2 divides d1 similarly d1 divides d2 Hence d1 = d2x and d2 = d1y.

We obtain d1 = d1yx.

Since R is a Euclidean ring it has an identity and it is an integral

domain. d1(1 − yx) = 0 implies yx = 1. So x is unit and d1 = d2x.

Hence d1 and d2 are associates.
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4. FIELDS

4.1. Prove that the mapping ψ : F [x]→ F (a) defined by ψ(h(x)) =

h(a) is a homomorphism.

Solution: Let f(x), h(x) be two elements in F [x]. Then ψ(f(x) +

h(x)) = ψ(f + g)(x) = (f + g)(a) = f(a) + g(a) = ψ(f(x)) + ψ(h(x)).

Moreover ψ(f(x)h(x)) = ψ(f+g)(x) = (fg)(a) = f(a)g(a) = ψ(f(x))ψ(h(x)).

Hence ψ is a homomorphism.

4.2. Let F be a field and let F [x] be the ring of polynomials in

x over F. Let g(x) of degree n, be in F [x] and let I = 〈g(x)〉 be the

ideal generated by g(x) in F [x]. Prove that F [x]/I is an n−dimensional

vector space over F.

Solution: F [x]/I = {f(x) + I | f(x) ∈ F [x] }.
I is the ideal generated by the polynomial g(x) of degree n. Since

F [x] is a Euclidean ring there exists h(x) and r(x) ∈ F [x] such that

f(x) = g(x)h(x)+r(x) where either r(x) = 0 or deg r(x) < deg g(x).

Group structure of F [x]/I is already known. For any λ ∈ F, and

f(x) + I ∈ F [x]/I define λ(f(x) + I) = λf(x) + I, with this addition

and multiplication by an element of F, the set F [x]/I forms a vector

space over the field F. Every element of F [x]/I can be written uniquely

as a linear combination of the elements 1 + I, x+ I, · · · , xn−1 + I

Indeed let

f(x) + I = a0 +a1x+ · · ·+an−1x
n−1 + I = b0 + b1x+ · · ·+ bn−1x

n−1 + I

Then (a0 − b0) + (a1 − b1)x+ · · ·+ (an−1 − bn−1)x
n−1 ∈ I.

But every non-zero element in I has degree ≥ n. Hence a0−b0+(a1−
b1)x+ · · ·+(an−1− bn−1)x

n−1 = 0. Then ai = bi for all i = 0, · · · , n−1.
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Therefore the set {1 + I, x + I, · · · , xn−1 + I} forms a basis for the

vector space F [x]/I of dimension n.

On the other hand, it is clear that every element in F [x]/I can be

written as a linear combination of the above elements.

4.3. (a) Let R be the field of real numbers and Q the field of

rational numbers. In R,
√

2 and
√

3 are both algebraic over Q. Exhibit

a polynomial of degree 4 over Q satisfied by
√

2 +
√

3.

(b) What is the degree of
√

2 +
√

3 over Q? Prove your answer.

(c) What is the degree of
√

2
√

3 over Q?

Solution: Let x =
√

2 +
√

3 then x2 = 2 + 3 + 2
√

6 and

x2 − 5 = 2
√

6

(x2 − 5)2 = 4 · 6
x4 − 10x2 + 25 = 24

x4 − 10x2 + 1 = 0

f(x) = x4 − 10x2 + 1 ∈ Q[x] has
√

2 +
√

3 as a root.

(b) f(x) is an irreducible polynomial in Q[x]. Firstly f(x) does not

have any root in Q because the only possible roots in Q are ∓1 but

f(±1) 6= 0. On the other hand f(x) cannot be factored as a product of

polynomials of degree 2. One can see this by substituting t = x2 in the

above equation.

Hence [Q(
√

2 +
√

3) : Q] = 4.

(c) Let x =
√

2
√

3 then x2 = 2 · 3. Hence f(x) = x2 − 6

is satisfied by
√

2
√

3 and by Eisenstein criterion f(x) is irreducible.

Hence

[Q(
√

2
√

3) : Q] = 2

4.4. With the same notation as in Question 4.3 show that
√

2+ 3
√

5

is algebraic over Q of degree 6.

Solution: Let a =
√

2 + 3
√

5. Then (a−
√

2)3 = 5. We get

a3 − 3a2
√

2 + 6a− 2
√

2 = 5

a3 + 6a− 5 = (3a2 + 2)
√

2. Hence (a3 + 6a− 5)2 = (3a2 + 2)22.

So
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a6 − 6a4 − 10a3 + 12a2 − 60a+ 17 = 0

Now if one goes backwards finds that the polynomial p(x) = x6 −
6x4 − 10x3 + 12x2 − 60x+ 17 satisfies a.

Now we need to show that [Q(a) : Q] = 6. We will show that the

possibilities [Q(a) : Q) = 3 or [Q(a) : Q] = 2 cannot occur. Then we

conclude that [Q(a) : Q] = 6.

Let F = Q( 3
√

5,
√

2).

[Q(a,
√

2),Q] = [Q(a,
√

2) : Q(
√

2)] [Q(
√

2),Q] = 6. If [Q(a) :

Q] = 3, then [Q (a,
3
√

5) : Q(a)]︸ ︷︷ ︸
2

[Q(a) : Q]︸ ︷︷ ︸
3

= 6

There exists p(x) ∈ Q(a)[x] such that p( 3
√

5) = 0 The polynomial

p(x) is irreducible and of degree 2. But p(x) must divide x3 − 5, since

x3 − 5 satisfies 3
√

5. This implies the polynomial x3 − 5 must have a

root in Q(a) ⊆ R, but x3 − 5 has only one real root in R, namely
3
√

5. This implies 3
√

5 ∈ Q(a), this is impossible as Q(a, 3
√

5) = F and

[F : Q] = 6. Hence the possibility [Q(a) : Q] = 3 cannot occur.

If [Q(a) : Q] = 2, then

[Q(a,
√

2) : Q(a)][Q(a) : Q] ≤ 4

x2 − 2 ∈ Q(a)[x] and satisfies
√

2. Then either
√

2 ∈ Q(a) or

[Q(a,
√

2) : Q(a)] = 2 certainly
√

2 6∈ Q(a), otherwise 3
√

5 ∈ Q(a) and

hence Q(a) = Q( 3
√

5,
√

2) = F and this is impossible as [F : Q] = 6.

Hence [Q(a,
√

2) : Q] = 4 which is impossible.

Hence [Q(a) : Q] = 6 and Q(a) = F .

4.5. Suppose that F is a field having a finite number of elements,

q and K is an extension of F .

(a) Prove that there is a prime number p such that

pa = a+ a+ · · ·+ a︸ ︷︷ ︸
p−times

= 0 for all a ∈ F.

(b) Prove that q = pn for some integer n.

(c) If a ∈ F, prove that aq = a.

(d) If b ∈ K is algebraic over F, prove bq
m

= b for some m > 0.

An algebraic number a is said to be an algebraic integer if it

satisfies an equation of the form am + α1a
m−1 + · · · + αm = 0, where

α1, · · · , αm are integers.

Solution: Let F be a finite field with q elements.
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Since q is the order of F with respect to addition, for any a ∈ F,
q.a = 0. In particular q.1 = 0.

If q is not a prime say q = m.n then q.1 = m.1n.1 = 0. Since F is

a field either m.1 = 0 or n1 = 0. Continuing like this we will reach the

smallest number n such that n.1 = 0 and n is not a composite. i.e. n

is a prime number and for any a ∈ F n.a = (n.1)a = 0

(b) Every finite field is a vector space over the field Zp with p

elements for some prime p. If the dimension is n, then every element in

F can be written uniquely in the form a1u1 + · · ·+anun where ai ∈ Zp,
and {u1, . . . , un} be a basis for F over Zp

Hence the number of elements in F is pn.

(c) We know that every finite field forms a cyclic group with re-

spect to multiplication. Hence for any non-zero element aq−1 = 1.

Hence aq = a. This is true for zero element as well. Hence aq = a for

all a ∈ F.

(d) Let b be an algebraic element over F. Then there exists an

irreducible polynomial f(x) in F [x] such that b is a root of f(x). If

deg f(x) = m, then F (b) is a finite extension of F and |F (b)| = |F |m =

qm. Hence by (c) bq
m

= b.

4.6. If α is any algebraic number, prove that there is a positive

integer n such that nα is an algebraic integer.

Solution: Let α be an algebraic number. Let f(x) = akx
k + · · ·+

a1x+ a0 be a polynomial in Q[x] such that

f(α) = akα
k + · · ·+ a1α + a0 = 0

since ai ∈ Q multiplying by a−1
k we may assume that ak = 1

Now let ai = mi

ni
, where mi, ni ∈ Z and i = 0, 1, · · · , k − 1. Let

s = lcm(ni; i = 0, 1, · · · k − 1). Then multiply both side of f(x) by

sk = n. we get

skαk + ak−1s.s
k−1αk−1 + · · ·+ a1s

k−1sα + a0s
k = 0

i.e

(sα)k + ak−1s(sα)k−1 + . . .+ a1s
k−1(sα) + a0s

k = 0



EXERCISES AND SOLUTIONS IN GROUPS RINGS AND FIELDS 81

Observe that ais ∈ Z as s is the least common multiple of ni, i =

0, · · · , k−1.Hence sα satisfies the polynomial xk+ak−1sx
k−1+. . . a1s

k−1x+

a0s
k.

4.7. If the rational number r is also an algebraic integer, prove

that r must be an ordinary integer.

Solution: Let r ∈ Q and let r be an algebraic integer as well.

Then r = m/k where m, k ∈ Z. Since r is an algebraic integer, there

exists an equation rn + an−1r
n−1 + · · ·+ a1r + a0 = 0 where

ai ∈ Z, i = 0, · · · an−1. Substitute r = m
k

and by cancelling out

the common multiplies of m and k we may assume that (m, k) = 1.

mn

kn
+ an−1

mn−1

kn−1
+ · · ·+ a1

m

k
+ a0 = 0

mn + an−1m
n−1k + · · ·+ a1mk

n−1 + a0k
n = 0

Let p be a prime which divides k. Then

mn = k(an−1m
n−1 + · · · + a,mkn−2 + a0k

n−1). Then p divides mn,

hence p divides m. But then 1 = (m, k) > p. Hence k = 1 and r

becomes an integer.

4.8. If a is an algebraic integer and m is an ordinary integer,

prove

(a) a+m is an algebraic integer.

(b) ma is an algebraic integer.

Solution: (a) Let a be an algebraic integer. Then there exists a

polynomial f(x) = xn + an−1x
n−1 + · · · + a1x + a0 in Z[x] such that

f(a) = 0, ai ∈ Z, i = 0, 1, 2, . . . , n − 1. Consider the polynomial

g(x) = f(x−m).

Since m is an integer f(x−m) ∈ Z[x] and substitute for x = a+m

we get g(a+m) = f(x) = 0. Hence a+m is an algebraic integer.

b) an + an−1a
n−1 + · · · + a1a + a0 = 0 where ai ∈ Z, i =

0, · · · , n− 1, multiply now both side by mn we obtain

mnan + an−1mm
n−1an−1 + · · ·+ a1m

n−1ma+ a0m
n = 0
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(ma)n + an−1m(ma)n−1 + · · ·+ a1m
n−1(ma) + a0m

n = 0

Hence ma is an algebraic integer.

4.9. If E is an extension of F and if f(x) ∈ F [x] and if ψ is an

automorphism of E leaving every element of F fixed, prove that ψ must

take a root of f(x) lying in E into a root of f(x) in E.

Solution: Let a ∈ E and f(x) = anx
n + · · · + a1x + a0 be a

polynomial in F [x] such that f(α) = 0. Then ψ(f(α)) = ψ(anα
n+· · ·+

a1α+a0) = ψ(0) = 0 = anψ(αn)+· · ·+a1ψ(α)+a0 since ψ fixes ai and ψ

is an automorphism, we have ψ(f(α)) = anψ(α)n+· · ·+a1ψ(α)+a0 = 0.

Therefore f(ψ(α)) = 0

Hence ψ(α) as a root of f(x) and is α ∈ E and since ψ an auto-

morphism of E we have ψ(α) ∈ E.

4.10. Prove that F ( 3
√

2), where F is the field of rational numbers,

has no automorphisms other than the identity automorphism.

Solution: Observe first that the only field automorphism of Q is

the trivial automorphism. Indeed let ψ be a field automorphism of Q.

Then ψ(1) = 1 and ψ(n) = n for all n ∈ Z. As ψ is a field automorphism

ψ(
m

n
) = ψ(m)ψ(

1

n
)

= ψ(m)ψ(n−1)

= ψ(m)ψ(n)−1

= mn−1 =
m

n

Hence ψ is the identity automorphism. Now let E = F ( 3
√

2). Then
3
√

2 satisfies the polynomial x3 − 2 ∈ F [x]. Let ψ be an automorphism

of E. Then by Question 4.9 ψ( 3
√

2) is also a root of x3−2. But x3−2 =

(x− 3
√

2)(x2 + 3
√

2x+
3
√

22). But the roots of the second polynomial of

degree two are complex. Hence they are not contained in E. Therefore

ψ( 3
√

2) = 3
√

2. Therefore ψ fixes every element in E. i.e. ψ is identity.
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4.11. Prove that if the complex number α is a root of the polyno-

mial p(x) having real coefficients then α, the complex conjugate of α,

is also a root of p(x).

Solution: Let p(x) = anx
n+an−1x

n−1+· · ·+a1x+a0 where ai ∈ R.

Then p(α) = 0 implies

p(α) = anα
n + an−1 + αn−1 + · · ·+ a1α + a0 = 0

Take conjugate of both sides we get,

p(α) = anα
n + an−1α

n−1 + · · ·+ a1α + a0 = 0

using (αn) = (α)n and sum of the conjugates is conjugate of the sums

and ai ∈ R we have

p(α) = anα
n + · · ·+ a1α + a0 = 0.

Hence p(α) = p(α) = 0. i.e. α is a root of the polynomial p(x).

4.12. Prove that if m is an integer which is not a perfect square

and if α+β
√
m (α, β rational) is the root of a polynomial p(x) having

rational coefficients, then α− β
√
m is also a root of p(x).

Solution: Let p(x) = anx
n + · · · + anx + a0 ∈ Q[x] and let p(α +

β
√
m) = 0

Since α, β ∈ Q and m is not a perfect square
√
m /∈ Q. Now

consider Q(
√
m). Define a map ψ from Q(

√
m) to Q(

√
m) such that

ψ : Q(
√
m)→ Q(

√
m)

a+ b
√
m→ a− b

√
m

ψ is a field automorphism of Q(
√
m) and ψ fixes every element of

Q. Indeed

ψ(a+ b
√
m+ c+ d

√
m) = ψ(a+ c+ (b+ d)(

√
m))

= a+ c− (b+ d)
√
m

= a− b
√
m+ c− d

√
m

= ψ(a+ b
√
m) + ψ(c+ d

√
m)

ψ((a+ b
√
m)(c+ d

√
m)) = ψ(ac+ bdm+ (ad+ bc)

√
m)

= ac+ bdm− (ad+ bc)
√
m

= (a− b
√
m)(c− d

√
m) = ψ(a+ b

√
m)ψ(c+ d

√
m). Moreover
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Ker ψ = {a+ b
√
m | a− b

√
m = 0} = {0}

Clearly ψ is onto. Hence ψ is an automorphism of Q(
√
m).

Now by question 4.9 if α+β
√
m is a root of a polynomial p(x) and

ψ is an automorphism of Q(
√
m) then ψ(α+β

√
m) = α−β

√
m is also

a root of p(x).

4.13. Let R be a commutative ring and let A be any subset of R.

Show that the annihilator of A, namely Ann(A) = {r ∈ R | ra = 0

for all a ∈ A}, is an ideal.

Solution: Let r, s ∈ Ann(A) and let a be any element of A. We

have ra = 0 and sa = 0. Then (r − s)a = ra − sa = 0 and for any

x ∈ R, (rx)a = (xr)a = x(ra) = 0. Since R is commutative we have

Ann(A) is an ideal.

4.14. Let

R =

{[
a b

c d

]∣∣∣∣∣ a, b, c, d ∈ Z2

}
with ordinary matrix addition and multiplication modulo 2. Show

that {[
1 0

0 0

]
r

∣∣∣∣∣ r ∈ R

}
is not an ideal of R.

Solution : S = {

[
1 0

0 0

]
r | r ∈ R}

=

{[
1 0

0 0

][
a b

c d

]
| a, b, c, d ∈ Z2} =

{[
a b

0 0

]
|a, b,∈ Z2

}}

For any s1, s2 ∈ S we have s1 − s2 ∈ S but for any

[
x y

z w

]
in R[

x y

z w

][
a b

0 0

]
=

[
ax bx

az wb

]
choose a = 1, b = 1, x = 1, y = 1 z = 1, w = 1 then[

1 1

1 1

][
1 1

0 0

]
=

[
1 1

1 1

]
/∈ S.
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Hence S is not an ideal.

4.15. a) Show that the homomorphic image of a principal ideal

ring is a principal ideal ring.

b) Let R and S be commutative rings with unity. If ψ is a homo-

morphism from R onto S and the characteristic of R is nonzero, prove

that the characteristic of S divides the characteristic of R.

Solution: (a) Let R be a principal ideal ring and S be a homomor-

phic image of R. Let ψ be the homomorphism, and let J be an ideal of

S. Then ψ−1(J) = I is an ideal of R. Since R is a principal ideal ring,

there exists a ∈ I such that I = (a). Let s ∈ J. Since ψ is onto there

exists r ∈ R such that ψ(r) = s, and so r ∈ I. Then r = ax for some

x ∈ R. Hence s = ψ(r) = ψ(ax) = ψ(a)ψ(x). Hence every element

of J is a product of an element from S with the element ψ(a). Hence

J = 〈ψ(a)〉.

(b) Let n be a characteristic of R. Let s be any element of S.

Then there exists r ∈ R such that ψ(r) = s. But then 0 = ψ(n.r) =

ψ((n.1) · r) = ψ(n.1)ψ(r) = n.s We used here that ψ(1R) = 1S as ψ

is onto. Hence for any s ∈ S, ns = 0 i.e. Characteristic of S divides

characteristic of R as characteristic of S is the minimal positive integer

satisfying na = 0 for all a ∈ S.

4.16. Let S be a set, R a ring and f : S → R a bijective mapping.

For each x, y ∈ S define

x+ y = f−1(f(x) + f(y)) and xy = f−1(f(x)f(y))

Do these sum and product define a ring structure on S? Prove your

answer.

Yes they do define an abelian group and a multiplication on S and

so a ring structure on S. We will show only f−1(0) is the identity

element of S with respect to addition and S is abelian with respect to

addition.

Indeed let x be an arbitrary element of S. Then there exists an

element r ∈ R such that f−1(r) = x. Then x+f−1(0) = f−1(f(x)+0) =
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f−1(r + 0) = f−1(r) = x. Similarly one can show that f−1(0) + x = x.

Now for x, y ∈ S. we have x + y = f−1(f(x) + f(y)) = f−1(f(y) +

f(x)) = y + x. Hence S is an abelian group.

The other properties can be shown similarly.

4.17. Let R be a commutative ring. A map D : R → R is called

a derivation if D(x+ y) = D(x) +D(y) and D(xy) = D(x)y + xD(y)

for all x, y ∈ R. If D1, D2 are derivations, define the bracket product

[D1, D2] = D1 ◦D2 −D2 ◦D1. Show that [D1, D2] is a derivation.

Solution: For the solution just apply the definition and show that

[D1, D2](x+ y) = D1 ◦D2−D2 ◦D1(x+ y) = [D1, D2](x) + [D1, D2](y)

and [D1, D2](xy) = [D1, D2](x)y + x[D1, D2](y).

4.18. Let K be a field and f : Z → K the homomorphism of

integers into K.

a) Show that the kernel of f is a prime ideal. If f is an embedding,

then we say that K has characteristic zero.

b) If kerf 6= {0}, show that kerf is generated by a prime number

p. In this case we say that K has characteristic p.

Solution: Recall that kernel of any ring homomorphism is an

ideal. Hence Ker(f) is an ideal of Z. Then the ideal Ker(f) is a

prime ideal if and only if Z/Ker(f) is an integral domain. Indeed if

xKer(f), yKer(f) are in Z/Ker(f) and xKer(f)yKer(f) = Ker(f).

Then xy ∈ Ker(f), then f(xy) = f(x)f(y) = 0. But K is a field either

f(x) = 0 or f(y) = 0. i.e. either x ∈ Ker(f) or y ∈ Ker(f). Hence

Z/Ker(f) is an integral domain.

On the other hand if Ker(f) = {0}, then f(n) 6= 0 for any n 6=
0. In particular 0 6= f(1) = f(1)f(1) and f(1) is an element of the

field implies multiplying from right by its inverse we have f(1) is the

multiplicative identity of the field K. Hence for any integer n and any

non-zero element a ∈ K we have na = f(n)a 6= 0 as product of two

non-zero element in a field is non-zero. Hence characteristic of the field

K is zero.
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(b) On the other hand since Z/Ker(f) is an integral domain when

Ker(f) 6= 0, the ideal Ker(f) must be a prime ideal. But the only

prime ideals of the ring Z are the ones generated by prime numbers.

Hence Z/Ker(f) ∼= Zp Hence K has a smallest subfield isomorphic to

Zp. It follows that K has characteristic p for the prime p.

4.19. In a ring R if x3 = x for all x ∈ R, then show that R is

commutative.

Solution: The assumption x3 = x for all x ∈ R implies that

(x + x)3 = (x + x) for all x ∈ R. This means (2x)3 = 8x = 2x. Thus

6x = 0 for all x ∈ R. Also (x2 − x)3 = x2 − x implies that 3x2 = 3x

after simplifications. Consider S = {3x | x ∈ R}. It can be easily

checked that S is a subring of R and for y ∈ S
y2 = (3x)2 = 9x2 = 6x2 + 3x2 = 3x2 = 3x = y as 6x2 = 0. Thus

y2 = y for all y ∈ S implies that S is a commutative ring and so

(3x)(3y) = (3y)(3x), i.e. 9xy = 9yx which implies 3xy = 3yx. Now

(x+ y)3 = x+ y implies

(i) xy2 + x2y + xyx + yx2 + yxy + y2x = 0 and (x − y)3 = x − y
implies

(ii) xy2 − x2y − xyx − yx2 + yxy + y2x = 0 By adding (i) and (ii)

we obtain

2xy2 + 2yxy + 2y3x = 0

Multiply last equation by y on right and then by y on left we have

(iii) 2xy + 2yxy2 + 2y2xy = 0

(iv) 2yxy2 + 2y2xy + 2yx = 0 subtract (iii) and (iv) to get

2xy = 2yx

since 3xy = 3yx, we have xy = yx for all x, y ∈ R. Hence R is

commutative.



88 M. KUZUCUOĞLU

Exercises I

1. Let a and b be elements of a group. If |a| = n, |b| = m, and m

and n are relatively prime, show 〈a〉 ∩ 〈b〉 = {e}.
2. Bertrand’s Postulate from number theory says that for any in-

teger N > 1 there is always a prime between N and 2N. Use this fact

to prove that Zn has more that two generators whenever n > 6.

3. Prove that in any group, |ab| = |ba|.
4. (Conjugation preserves order.). Prove that in any group |x−1ax| =

|a|.
5. Prove that if a is the only element of order 2 in a group, then a

lies in the center of the group.

6. Let R+ be the group of positive real numbers under multiplica-

tion. Show the mapping xφ =
√
x is an automorphism of R+.

7. Let

G = {a+ b
√

2 | a, b rational}

and

H =

{[
a 2b

b a

]
| a, b rational

}
Show that G and H are isomorphic under addition. Prove that G and

H are closed under multiplication. Does your isomorphism preserve

multiplication as well as addition? (G and H are examples of ring - a

topic we will take up later.)

8. Let R# denote the group of all nonzero real numbers under

multiplication. Let R+ denote the subgroup of R# of positive real

numbers. Prove that R# is the internal direct product of R+ and the

subgroup {1,−1},
9. Prove that Z8 ⊕ Z2 ⊕ Z5 ⊕ Z25 ≈ Z50 ⊕ Z40.

10. How many Abelian groups (up to isomorphism) are there

(a) of order 6?

(b) of order 15?

(c) of order 42?

(d) of order pq where p and q are distinct primes?

(e) of order pqr where p, q, and r are distinct primes?

(f) Generalize parts a, b, c, d, e.
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11. How does the number (up to isomorphism) of Abelian groups

of order n compare with the number (up to isomorphism) of Abelian

groups of order m where

(a) n = 32 and m = 52?

(b) n = 24 and m = 54?

(c) n = pr and m = qr where p and q are prime?

(d) n = pr and m = prq where p and q are distinct primes?

(e) n = pr and m = prq2 where p and q are distinct primes?

12. Characterize those integers n such that the only Abelian groups

of order n are cyclic.

13. Characterize those integers n which correspond to exactly four

isomorphism classes of Abelian groups.

14. Show that an Abelian group of odd order cannot have an

element of order 2

15. SupposeG is an Abelian group with an odd number of elements.

Show that the product of all of the elements of G is the identity.

16. Suppose G is a finite Abelian group. Prove that G has order

pn where p is prime if and only if the order of every element of G is a

power of p.

17. A subgroup N of a group G is called a characteristic subgroup

if Nψ = N for all automorphisms ψ of G. (The term ”characteristic”

was coined by G. Frobenius in 1895.) Prove that every subgroup of a

cyclic group is characteristic.

18. Prove that the characteristic property is transitive. That is, if

N is a characteristic subgroup of K and K is a characteristic subgroup

of G, then N is a characteristic subgroup of G.

19. Let G = Z3 ⊕Z3 ⊕Z3 and let H be the subgroup of SL(2,Z3)

consisting of 
 1 a b

0 1 c

0 0 1

 | a, b, c ∈ Z3

 .

Determine the number of elements of each order in G and H. Are G

and H isomorphic?
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EXERCISES II

1. Describe all the subrings of the ring of integers.

2. Show that if n is an integer and a is an element from a ring then

n(−a) = −(na)

3. Prove that the intersection of any collection of subrigns of a ring

R is a subring of R.

4. Let a belong to a ring R. Let S = {x ∈ R | ax = 0}. Show that

S is a subring of R.

5. Let m and n be positive integers and let k be the least common

multiple of m and n. Show that mZ ∩ nZ = kZ.

6. Show that 2Z ∪ 3Z is not a subring of Z.

7. Determine the smallest subring of Q that contains 1/2.

8. Suppose that there is a positive even integer n such that an = a

for all elements a of some ring. Show that −a = a for all a in the ring.

9. Show that a commutative ring with the cancellation property

(under multiplication) has no zero-divisors.

10. Give an example of a commutative ring without zero-divisors

that is not an integral domain.

11. Let a belong to a ring R and an = 0 for some positive integer

n. (Such an element is called nilpotent.) Prove that 1− a has a multi-

plicative inverse in R. (Hint: Consider (1−a)(1 +a+a2 + · · ·+an−1).)

12. Show that the nilpotent elements of a commutative ring form

a subring.

13. A ring element a is called an idempotent if a2 = a. Prove that

the only idempotents in an integral domain are 0 and 1.

14. Let R be a ring with unity 1. If the product of any pair of

nonzero elements of R is nonzero, prove that ab = 1 implies ba = 1.

15. Formulate the appropriate definition of a subdomain (that is,

a ”sub” integral domain). Let D be an integral domain with unity 1.

Show that P = {n | n ∈ Z} (that is, all integral multiples of 1) is a

subdomain of D. Show that P is contained in every subdomain of D.

What can we say about the order of P?

16. Prove that there is no integral domain with exactly six ele-

ments. Can your argument be adapted to show that there is no in-

tegral domain with exactly four elements? What about 15 elements?
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Use these observations to guess a general result about the number of

elements in a finite integral domain.

17. Is Z⊕ Z an integral domain?

18. Suppose a and b belong to an integral domain.

(a) If a5 = b5 and a3 = b3, prove that a = b.

(b) If an = bn and am = bm, where n and m are positive integers

that are relatively prime, prove that a = b.

19. Find an example of an integral domain and distinct positive

integers m and n such that am = bm and an = bn, but a 6= b.

20. Show that a finite commutative ring with no zero-divisors has

a unity.

21. Let x and y belong to an integral domain of prime characteristic

p.

(a) Show that (x+ y)p = xp + yp.

(b) Show that for all positive integers n, (x+ y)p
n

= xp
n

+ yp
n
.

(c) Find elements x and y in a ring of characteristic 4 such that

(x+ y)4 6= x4 + y4.

22. Consider the equation x2 − 5x+ 6 = 0

a) How many solutions does this equation have in Z7?

b) Find all solutions of this equation in Z8

c) Find all solutions of this equation in Z12.

d) Find all solutions of this equation in Z14.

23. Let R be the ring of all functions from R to R with pointwise

addition and pointwise multiplication as the operations. Show that

every element of R is either a unit or a zero-divisor.

24. If A and B are ideals of a commutative ring R with unity and

A+B = R, show that A ∩B = AB.

25. Show that R[x]/〈x2 + 1〉 is a field.

26. Show that A = {(3x, y) | x, y ∈ Z} is a maximal ideal of Z⊕Z.

27. Let R be the ring of continuous functions from R to R. Show

that A = {f ∈ R | f(0) = 0} is a maximal ideal of R.

28. Show that Z3[x]/〈x2 + x+ 1〉 is not a field.

29. Let R be the ring of continuous functions from R to R. Let

A = {f ∈ R | f(0) is an even integer }. Show that A is a subring of

R, but not an ideal of R.
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30. If R is a principal ideal domain and I is an ideal of R, prove

that every ideal of R/I is principal.

31. If R is an integral domain and A is a proper ideal of R, must

R/A be an integral domain?

32. Let Z(
√

2) = {a+ b
√

2 | a, b ∈ Z}. Let

H =

{[
a 2b

b a

]∣∣∣∣∣ a, b ∈ Z

}
.

Show that Z(
√

2) and H are isomorphic as rings.

33. Determine all ring homomorphisms from Z6 to Z6. Determine

all ring homomorphisms from Z20 to Z30.

34. Let R be a commutative ring of prime characteristic p. Show

that the Frobenius map x→ xp is a ring homomorphism from R to R.

35. Let ψ be a ring homomorphism from R onto S and A be an

ideal of S.

(a) If A is prime in S, show that Aψ−1 = {x ∈ R | xψ ∈ A} is

prime in R.

(b) If A is maximal in S, show that Aψ−1 is maximal in R.

36. Show that if n and m are distinct positive integers, then nZ is

not ring isomorphic to mZ.

37. Show that the only automorphism of the real numbers is the

identity mapping.

38. Suppose ψ : R→ S is a ring homomorphism and the image of

ψ is not {0}. If R has a unity and S is an integral domain, show that

ψ carries the unity of R to the unity of S. Given an example to show

that the previous statement need not be true if S is not an integral

domain.
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EXERCISES III

1. Show that x2 + 3x+ 2 has 4 zeros in Z6.

2. In Z3[x], show that x4+x and x2+x determine the same function

from Z3 to Z3.

3. List all the polynomials of degree 2 in Z2[x].

4. If φ : R → S is a ring homomorphism, define φ : R[x] → S[x]

by (anx
n + · · · + a0)φ = anφx

n + · · · + a0φ. Show that φ is a ring

homomorphism.

5. Let R be a commutative ring. Show that R[x] has a subring

isomorphic to R.

6. Let f(x) = 5x4 + 3x3 + 1 and g(x) = 3x2 + 2x + 1 in Z7[x].

Determine the quotient and remainder upon dividing f(x) by g(x).

7. Show that the polynomial 2x + 1 in Z4[x] has a multiplicative

inverse in Z4[x].

8. Are there any nonconstant polynomials in Z[x] that have multi-

plicative inverses? Explain your answer.

9. Prove that the ideal 〈x〉 in Z[x] is prime and maximal in Q[x],

but not maximal in Z[x].

10. Let F be an infinite field and f(x), g(x) ∈ F [x]. If f(a) = g(a)

for infinitely many elements a of F, show that f(x) = g(x).

11. Prove that Z[x] is not a principal ideal domain.

12. Let F be a field and let

I = {anxn + an−1x
n−1 + · · · + a0 | an, an−1, · · · , a0 ∈ F and

an + an−1 + · · ·+ a0 = 0}.
Show that I is an ideal of F [x] and find a generator for I.

13. For every prime p, show that

xp−1 − 1 = (x− 1)(x− 2) · · · [x− (p− 1)] in Zp[x].

14. Let p be a prime. Show that xn − p is irreducible over the

rational numbers.

15. Let F be a field and let a be a nonzero element of F.

a) If af(x) is irreducible over F, prove that f(x) is irreducible over

F.

b) If f(ax) is irreducible over F, prove that f(x) is irreducible over

F.
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c) If f(x + a) is irreducible over F, prove that f(x) is irreducible

over F.

16. Show that x4 + 1 is irreducible over Q but reducible over R.

17. Construct a field of order 25.

18. Determine which of the polynomials below are irreducible over

Q.

a) x5 + 9x4 + 12x2 + 6 b) x4 + x+ 1 c) x4 + 3x2 + 3

d) x5+5x2+1 e) (5/2)x5+(9/2)x4+15x3+(3/7)x2+6x+3/14.

19. Let f(x) = x3+6 ∈ Z7[x].Write f(x) as a product of irreducible

polynomials over Z7.

20. Let f(x) = x3 + x2 + x+ 1 ∈ Z2[x]. Write f(x) as a product of

irreducible polynomials over Z2.

21. Let p be a prime

a) Show that the number of reducible polynomials over Zp of the

form x2 + ax+ b is p(p+ 1)/2.

b) Determine the number of reducible quadratic polynomials over

Zp.

22. Show that x4 + 1 is reducible over Zp for every prime p.

23. Prove that the irreducible factorization of x6 + x5 + x4 + x3 +

x2 + x over Z is

x(x+ 1)(x2 + x+ 1)(x2 − x+ 1),

24. If p is a prime, prove that xp−1 − xp−2 + xp−3 − · · · − x + 1 is

irreducible over Q.

25. In an integral domain, show that the product of an irreducible

and a unit is an irreducible.

26. Show that the union of a chain I1 ⊂ I2 ⊂ · · · of ideals of a ring

R is an ideal of R.

27. Suppose a and b belong to an integral domain, b 6= 0, and a is

not a unit. Show that 〈ab〉 is a proper subset of 〈b〉.
28. Let D be a principal ideal domain. Show that every proper

ideal of D is contained in a maximal ideal of D.

29. In Z[
√
−5], show that 21 does not factor uniquely as a product

of irreducibles.

30. Show that 1− i is an irreducible in Z[i].

31. Show that Z[
√
−6] is not a unique factorization domain. (Hint:

Factor 10 in two ways.)
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32. In Z[i], show that 3 is irreducible but 2 and 5 are not.

33. Show that 3x2 + 4x+ 3 ∈ Z5[x] factors as (3x+ 2)(x+ 4) and

(4x+ 1)(2x+ 3).

34. Let D be a principal ideal domain and let p ∈ D. Prove that

〈p〉 is a maximal ideal in D if and only if p is irreducible.

35. Suppose F is a field and there is a ring homomorphism from Z

onto F. Show that F is isomorphic to Zp for some prime p.

36. Let Q[
√

2] = {r + s
√

2 | r, s ∈ Q}. Determine all ring auto-

morphisms of Q[
√

2].

37. Prove that the set of all polynomials with even coefficients is a

prime ideal in Z[x].

38. Let R = Z[
√
−5] and let I = {a + b

√
−5 | a, b ∈ Z. a − b is

even }. Show that I is a maximal ideal of R.

39. Show that Z[i]/〈2 + i〉 is a field. How many elements does it

have?

40. In [
√

2] = {a+ b
√

2 | a, b ∈ Z}. Show that every element of the

form (3 + 2
√

2)n is a unit.

41. Recall, a is an idempotent if a2 = a. Show that if 1 + k is an

idempotent in Z(n), then n− k is an idempotent in Z(n).

42. Prove that x4 + 15x3 + 7 is irreducible over Q.
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Exercise IV

1. Describe the elements of Q( 3
√

5).

2. Show Q(
√

2,
√

3) = Q(
√

2 +
√

3).

3. Find the splitting field of x3− 1 over Q. Express your answer in

the form Q(a).

4. Find the splitting field of x4 + 1 over Q.

5. Find the splitting field of x4 + x2 + 1 = (x2 − x+ 1)(x2 − x+ 1)

over Q.

6. Find a polynomial p(x) in Q[x] so that Q(
√

1 +
√

5) is isomor-

phic to Q[x]/〈p(x)〉.
7. Let F = Z2 and let f(x) = x3 + x + 1 ∈ F [x]. Suppose a is

a zero of f(x) in some extension of F. How many elements does F (a)

have? Express each member of F (a) in terms of a. Write out a complete

multiplication table for F (a).

8. Express (3 + 4
√

2)−1 in the form a+ b
√

2 where a, b ∈ Q.

9. Show that Q(4− i) = Q(1 + i) where i =
√
−1.

10. Prove that Q(
√

2, 3
√

2, 4
√

2, · · · ) is an algebraic extension of Q

but not a finite extension on Q.

11. Let E be the algebraic closure of F, show that every polynomial

in F [x] splits in E.

12. Let E be an algebraic extension of F. If every polynomial in

F [x] splits in E, show that E is algebraically closed.

13. Suppose f(x) and g(x) are irreducible over F and deg f(x) and

deg g(x) are relatively prime. If a is a zero of f(x) in some extension

of F, show that g(x) is irreducible over F (a).

14. Let a and b belong to Q with b 6= 0. Show that Q(
√
a) = Q(

√
b)

if and only if there exists some c ∈ Q such that a = bc2.

15. Find the degree and a basis for Q(
√

3+
√

5) over Q(
√

15). Find

the degree and a basis for Q(
√

2, 3
√

2, 4
√

2) over Q.

16. Suppose E is an extension of F of prime degree. Show that for

every a in E,F (a) = F or F (a) = E.

17. Suppose α is algebraic over Q. Show that
√
α is algebraic over

Q.

18. Suppose E is an extension of F and a, b ∈ E. If a is algebraic

over F of degree m and b is algebraic over F of degree n where m and

n are relatively prime, show that [F (a, b) : F ] = mn.



EXERCISES AND SOLUTIONS IN GROUPS RINGS AND FIELDS 97

19. Find the minimal polynomial for
√
−3 +

√
2 over Q.

20. Find the minimal polynomial for 3
√

2 + 3
√

4 over Q.

21. Let a be a complex zero of x2 + x + 1. Express (5a2 + 2)/a in

the form c+ ba, where c and b are rational

22. Describe the elements of the extension Q( 4
√

2) over the field

Q(
√

2).

23. If [F (a) : F ] = 5, find [F (a3) : F ].

24. If p(x) ∈ F [x] and deg p(x) = n, show that the splitting field

for p(x) over F has degree at most n!.

25. Let α be a nonzero algebraic element over F of degree n. Show

that a−1 is also algebraic over F of degree n.

26. Prove that π2 − 1 is algebraic over Q(π3).

27. If ab is algebraic over F, prove that a is algebraic over F (b).

28. Squaring the circle. With a straightedge and compass, show

that it is impossible to construct a square whose area equals that of a

circle of radius 1.

29. Show that a regular 9-gon cannot be constructed with a straight-

edge and a compass.

30. Find [GF (729) : GF (9)] and [GF (64) : GF (8)].

31. If n divides m, show that [GF (pm) : GF (pn)] = m/n.

32. Let K be a finite extension field of a finite field F. Show that

there is an element a in K such that K = F (a).

33. Show that any finite subgroup of the multiplicative group of a

field is cyclic.

34. Suppose m and n are positive integers and m divides n. If F

is any field, show that xm − 1 divides xn − 1 in F [x].

35. If g(x) is irreducible over GF (p) and g(x) divides xp
n−x, prove

that deg g(x) divides n.

36. Draw the subfield lattice of GF (318) and GF (230).

37. Show that the Frobenius mapping φ : GF (pn) → GF (pn),

given by a → ap is an automorphism of order n. (That is, φn is the

identity mapping.)

38. Suppose F is a field of order 1024 and F# = 〈α〉. List the

elements of each subfield of F.

39. Suppose F is a field of order 125 and F# = 〈α〉. Show that

α62 = −1.
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40. Show that no finite fields is algebraically closed.
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1) Let G be a group and let T = G×G
a) Show that D = {(g, g) ∈ G×G | g ∈ G} is isomorphic to G.

b) Prove that D is normal in T if and only if G is abelian.

2. Let F be a field of characteristic p.

(a) Show that the map x→ xp
n

is an automorphism of the field F .

(b) Find elements x and y in a ring of characteristic 4 such that

(x+ y)4 6= x4 + y4.

3. Let G = Z3⊕Z3⊕Z3 and let H be the subgroup of SL(2,Z(3))

consisting of


 1 a b

0 1 c

0 0 1

 | a, b, c ∈ Z3

 .

Determine the number of elements of each order in G and H. Are G

and H isomorphic?

4. Find the set of all automorphisms of the field Q (
√

7).

5 Let G be the symmetric group on four letters and A4 be the alter-

nating group in G consisting of even permutations. Find the smallest

normal subgroup N of A4 that contain the element (12)(34).

b)Write the cosets of N in A4.

MATH 370, Final Exam: 1.6.1994

1) If a cyclic group T of G is normal in G, then show that every

subgroup of T is a normal subgroup in G.

2) D is an integral domain and D is of finite characteristic, prove

that the characteristic of D is a prime number.
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3) If E is an extension of F and if f(x) ∈ F [x] and if ψ is an automor-

phism of E leaving every element of F fixed, prove that ψ must take a

root of f(x) lying in E into a root of f(x) in E.

4) Show Q(
√

2,
√

3) = Q(
√

2 +
√

3).

5) In a finite field F with char F = p. Show that for any α ∈ F, there

exists β ∈ F such that βp = α.

6) Find a polynomial p(x) in Q[x] so that Q(
√

1 +
√

5) is isomorphic

to Q[x]/〈p(x)〉.


